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GENERAL CHARACTERISTICS OF THE WORK

Rationale of the theme and development degree.
Mathematical models of a number of problems in natural science are
described by differential and integro-differential equations. There are
processes that cannot be directly measured by the parameters that
characterize them and however average value of main parameters of
equation about these parameters is known at some points of region or
on region itself or at the region where differential equation is
defined or at some part of region. These problems are described by
differential equations with nonlocal conditions. These problems are
given in detailed at works of A.M. Nakhushev
1. HaxymeB A.M. 3agaun co cMelIeHHEM MJid YypaBHEHUH B

YyacTHBIX Npou3BojaHbIX. M.: Hayka, 2006. 287c.

2. HaxymeB A.M. VYpaBHeHHs MaTeMaTH4ecKOl Ouonoruu. M.:
Bricmas mixoina, 1995, 305¢

and is indicated the specific areas in which these problems arose.

Academic A.A. Samarski
3. Camapckuii A.A. O HEKOTOpbIX mpoOieMax TEeOpHUu

muddepeHmanbHbIx ypaBuenuit // luddepenu.ypasuenus, 1980,
T.16, Nel 1, ¢.1925-1935

in his article he noted the need to study many problems in atomic

physics, where nonlocal conditional problems arise.Since nonlocal

boundary value problems occur in different fields of mechanics and
physics, it is important to state and investigate of optimal control
problems. Note that,

4. Cannon L.R., The solution of the heat equation subject to the
specification of energy // Quart.Appl.Math., 1963, V.21, No.2,
pp.155-160.

5. Carleman T. Sur la theorie des equations integrals et ses
applications// Verhandlungen des Internat. Math. Kongr. Zurich.
1932.-1.-p. 138-151.

at their works, it is first time, the problems with nonlocal condition

have studied.



In modern times, both boundary value problems with nonlocal
condition and also optimal control problems are explored actively.In
recent years, nonlocal boundary value problems by means of
differential and integro-differential equations have been studied by
M. Mardanov, K. Ayda-zade, V. Abdullayev, Y. Sharifov, K.
Ismayilova and others have been researched in their works. Optimal
control problems described in such problems are considered at the
works of M. Mardanov, K. Mansimov, K. Ayda-zade, V.
Abdullayev, Y. Sharifov.

The goal and tasks of the research. The main purpose of the
dissertation is to study the system of differential and integro-
differential equations with non-local condition and impulse effect
and to study the optimal control problems described by them.The
goal of the dissertation is to identify sufficient conditions for the
existence and uniqueness of solution of the system of differential and
integro-differential equations with non-local condition and impulse
effect and the necessary conditions for optimization

Investigation methods. Differential equations and methods of
optimal control theory were used in the dissertation.

The main thesis to be defined.

e Sufficient conditions have been found for the existence and
uniqueness of the solution of non-local boundary value problems
for a system of nonlinear differential equations with impulse
effect.

e Sufficient conditions have been found for the existence and
uniqueness of the solution of non-local boundary value problems
for a system of nonlinear integro-differential equations with
impulse effect.

e The continuous dependence of systems of nonlinear differential
and integro-differential equations with impulse effect on the
boundary conditions of problem have been studied.

e Necessary conditions for optimization in the form of variational
inequality and Potryagin's maximum principle have been found
in optimal control problems described by systems of differential



and integro-differential equations with nonlocal condition and

impulse effect.

Scientific novelty of the research The dissertation work
proved various existence and uniqueness theorems for differential
and integro-differential equations with nonlocal boundary conditions
and obtained the necessary optimality conditions in optimal control
problems described by them

Theoretical and practical value of the study. The results
obtained in the dissertation are theoretical and practical. These
results can be used to solve applied problems with nonlocal condition
and optimal control problems.The schemes used in this work can be
used to study other non-local boundary value problems.

Approbation of work.The results of the dissertation work
were reported at the seminar of Baku State University (adv.full
member of ANAS, prof M.F. Mehdiyev), Republic Scientific
Conference (Sheki 2016), "International scientific conference on
theoretical and applied problems of mathematics" (Sumgait, 2017),
“8th International Conference on Differential and Functional
Equations” (Moscow, 2017), International Scientific Conference
"Analysis and Applied Mathematics” (Mersin, Turkey, 2018),
International scientific-practical conference (Grozny, 2018).

Personal contribution of the author is in formulation of the
goal and choice of research direction. Furthermore, all conclusions
and the obtained results and research methods belong personally to
the author.

Publications of the author. Publications in editions recommen-
ded by HAC under President of the Republic of Azerbaijan — 7
papers, conference materials — 2, abstracts of papers — 3.

Institution where the dissertation work was executed.

The work was performed at the department of "Mathematical
Analysis™ of Ganja State University.

Structure and volume of the dissertation (in signs,
indicating the volume of each structural subsection separately).

The dissertation work consists of introduction, two chapters,
results, a list of refernces of 52 names. Total volume of the work
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236928 signs (title pages -308 signs, table of contents -4620 signs,
introduction -50000 signs, chapter | -120000 signs, chapter Il -
65000 signs).



THE MAIN CONTENT OF THE DISSERTATION

The work consists of an introduction, two chapters, a
conclusion and a list of used literature.

In the introduction rationale of the research work is justified,
degree of its elaboration is shown, goal and takes of the research are
formulated, scientific novelty is reduced, theoretical and practical
value is noted, information on approbation of the work is given.

The first chapter of the dissertation is devoted to finding
sufficient conditions that provide the existence and uniqueness of the
solution of differential and integro-differential equations with
nonlocal condition.

In the first paragraph of the first chapter, the following
boundary value problem is considered.

Let’s investigate the existence and uniqueness of solution of
the following differential equation with nonlocal condition and
impulse effect :

X(t) = f (t, x(t)), te[0,Tlt=t, i=12..0p. (1)
subject to
Ax(0) +}n(t)x(t)dt =B )
and
AX(t;) = 1; (x(t;)), i=12..p. 3)

HereO=t, <t <..<t <t , =Tare given points, Ac R™ — is given
matrix,  n(t)e R™ -is given matrix-function vo detN =0,

:
here N =A+[n(tldt, 1,:R"—>R"va f:[0,T]xR" — R"are given
0

functions,  Ax(t;) = x(t") —x(t,) is assumed that  here
X(t") = hI|n01 X +h), x(t)= r!lrgl X(t, —h) = x(t;) are left- and right
hand limits of x(t) at t =t respectively.

Note that, the problem (1)-(3) is a general enough. Several boundary

value problems are obtained from (1)-(3) in special case. Below are
7



some definitions and main facts that will be used. Let C(0,T}R") be

a vector -function x(t)space of dimension n. It is clear that, the space

is Banax and here norm is defined as x| = r[na)](\x(t)\, |{-is norm on
0T

R".

Let PC([0,T] R")- be the following linear space:
PC(0,TIR")={x:[0.T]>R™  x(t) eC({t;.t,,}R") here x(t;)
and x(t;) 1=12,...,p are finite; x(t;) =x(t;)}.
Obviously, the linear space PC([O,T],R”) is Banax and here norm is
defined as below :
X, =max {X|e .y i =0 P
Let’s give a definition the problem (1) - (3) as follows.

Definition. Assume that, the function X e PC([O,T]: R”)
satisfies the following conditions:
a). Forevery t [O,T], t=t, 1=12,..,p,

x(t) = £ (t,x(1));
b)For t=t;1=12,....p 0<t; <t, <...<t, <T
AX(") = x(t") = x(t;) = 1 (x(t));
c)The function x(t)e PC([0,T],R") satisfies the condition (2) ;

So, the function x(t)e PC([0,T}R") is called a solution of the
problem(1)-(3).
It is proved that, the problem (1)-(3)is equivalent to

X(t)=N"'B +} K(t,s) f(s,x(s))ds +i K(t,t) 1, (x(t))

Here



t
N‘l(A+jn(r)dr), 0<r<t,
K(t,7)= S0 .
—N‘lj'n(z')dz', t<r<T.
t

The first main conclusion of this paragraph is as follows.
Theorem 1. Assume that, the following conditions are
satisfied:

(H1) There exists M >0, for each t<[0,T] and for every X,y eR"
the following inequality is true;
ftx)—ft,y)<M|x-y]|
(H2) There exists constant numbers I. >0, i=12,...,p, for
each X,y e R" the following inequality is satisfied;

|Ii(x)_ Ii()/)|S Ii |X_Y| :
Besides, if the following inequality is satisfied, then the boundary
value problem (1)-(3) has a unique solution;

L=S(MT+§hj<L
k=1
here S is defined as S = max K(ts)

The second main result of this section is based on Schaufer's fixed
point theorem and is devoted to the proof of the theorem on the
existence of a solution of the boundary value problem (1) - (3).

Theorem 2. The following conditions are satisfied together
with the conditions (H1) and (H2):

(H3) The function f :[0,T[xR" — Ris continuous and there

exists N, >0- for each te[0,T] and x e R"the following inequality
is satisfied

[f ()< Ny;
(H4) The function 1, : R" — R" is continuous and there exists
N, >0- for each x € R" the following inequality is satisfied

9



max_|1, (x)| < N,.

kelZ ..... P

Therefore, there is at least one solution of the boundary value
problem (1)-(3) on [0,T].
(1) - (3) are given sufficient conditions to ensure the boundary
conditions of the solution of the boundary value problem on the
right-hand side, on the right-hand side of the differential equation (1)
and continuous dependence on the impulse conditions.

The second paragraph of the first chapter deals with the
boundary value problem with non-local condition as follows:

= f(t x(t j-g t s, X(s dSJ te[O,T], (4)

T

AX(0)+ [ n(t)x(t)dt = B. (5)
0
Here it is proved that, the problem (4)-(5) is equivalent to the

following integral equation:
.
x(t)=N"B+ I K(t,s)f (s, x(s))s.
0

Theorem 3. Assume that, the following conditions are
satisfied:

There exist constants M, >0 and M, >0, for each te[O,T] and
for arbitrary values of (x,y)e R*" and (X,y)eR®" the following
inequalities are true:

£t %, y)- f(6.%,5) <M, (x=x+|y-])
9(t.5.x)-g(t,s,y) <M,[x~y]
If the following condition is satisfied,
M,T D<1
2

LzS[MlT(

then the nonlocal boundary value problem (4)-(5) has a unique
solution

10



The second main result of this section is devoted to having at
least one solution to the boundary value problem under
consideration. This result is based on Schaufer's fixed point theorem.
In addition, this paragraph finds sufficient conditions for the
continuous dependence of the boundary conditions of the solution of
the boundary value problem by the right-hand side.

In the third paragraph of the first chapter

x(t)= f[t.x(t),jg(t,s,x(s))ds), te[o,T] izt i=12..p (6)

for equation (6) the following nonlocal boundary value problem is

considered:
.

AX(0)+ [ n(t)x(t)dt = B. @)
0
Assume that, the solution of the integro-differential equation (6)
satisfies not only the boundary condition (7), but also the impulse
condition

X(ti+ )_ X(ti ): Ii(X(ti ))’ i=12,..,p (8)

Theorem 4. Suppose that,
feC(0.T]xR"xR";R"), g e C([O,T]x [0,T]xR"; R”) and for
i =1,2,...pthe conditions I,(x)e C(R";R" )are true. Necessary and
sufficient condition for being a solution of boundary value problem
(6)-(8) of the function X(t)e PC([O,T]; R") is the function
x(t)e PC([O,T]; R”) to be a solution of the following impulsive
integral equation: for t e (t; t.] i=012..p,

()= N‘lB+T£ K(t,s)f(s,x(s),ig(s,r, x(f))dfjéx(t,ti)ui(x(ti ).

The main results of this paragraph are given by the following
theorems.
Theorem 5. Assume that, the following conditions are true:

11



(H1) For arbitrary values of te[O,T] and for each

(x,y)eR™, (X,y)e R*" there exist constants M, >0 and
M, > Osuch that the inequalities

[FExy)- %y <M, (x=X+]y-7]

9(t,s,)-g(t,s,y) <M, x|
are true.

(H2) There exist . >0, i=12,...pand forevery X,y € R"
“i(x)_li(yxgli‘x_y‘-

L- S[M T( j+z|j<1

Then the boundary value problem (6)-(8) has a unique solution, here
S is defined as S = max [K(t,s)].

0<t,s<T

This section also proves the existence theorem based on
Schaufer's fixed point theorem and the theorems on the continuous
dependence of the boundary conditions of the solution by the right-
hand side.

In the fourth paragraph of the first chapter sufficient
conditions will be found for the existence and uniqueness of the
solution to the system of integro -differential equations

x(t)= f(t, x(t)) jgtsx s)ds, telo,T] (9)

with three-point boundary condltlons
Ax(0)+Bx(t,)+Cx(T)=ar. (10)
Here A,B,C € R™"are given matrices. @ € R"is given vector of
dimension n . Suppose that, detN =0 , here

N=A+B+C, f:[0,T]xR">R" and g:[0,T]x[0,T]xR" > R"
are given functions ,t; satisfies 0 <t; <T .

12



Here too, we will denote the space C([O,T]; R”) as continuous
functions on [0,T] and apparently, this space is Banax space.

Theorem 6. Necessary and sufficient condition for being a
solution of the boundary value problem (9) - (10), the following
integral equation must be

x(t)=N"a+ ].G(t, s)[ f(s,x(s))+ i (s, 7, x(z))dz ds,
here
_[Gy(t.s). telot]
Slt.s)= {Gz (t,s) te [tl’T] |
The functions G, (t,s)and G,(t,s)

NA, se(0,t]
G,(t,s)=<-N*(B+C), se(tt]
—-N"C, se(t,T]
NA, tefot,]
G,(t,s)=<N*(A+B), telt,t]
~-N"'C, telt,T]

are determined by means of equations.
Assume that, the following conditions are true:

(H1) There exists continuous function I(t)ZO , for arbitrary
t<[0,T] and for each X,y € R"
[F(tx)- fty)<1t)x-y]

the inequality is satisfied.
(H2) There exists continuous function m(t)>0 , for arbitrary

te[0,T] and for every X,y € R"

13



j'g(t, s, x)ds —jg(t, s, y)ds

the inequality is satisfied.
Theorem 7. Assume that, the conditions (H1) and (H2) are
true and

<m(t)x—y|

LszXT[I+%}<1

the inequality is satisfied. Then the boundary value problem (9)-(10)
has a unique solution on [0,T] here
| = max I(t) m= max m(t),G,,, = [OrpﬁéT]|G(t, s).

Similarly, the second main result of this paragraph, based on
Schaefer's fixed point theorem is given.

The second chapter of the dissertation is devoted to the study
of optimal control problems, described by boundary value problems
with non-local condition.

The first paragraph of the second chapter considers the
optimal control problem as follows.

Here, the optimal control problem is described by the boundary
value problem given by a system of integro-differential equations
with impulse effect and non-local condition.

% - f(t,x(t),u(t))+lg(t,f, x(D)u()dz, 0<t<T, t=t, (11)
x(0) + Bx(T) =C, (12)

AX() =1L (x(t),v;), i=12..,p, 0<t <t,<..<t <T, (13)
U()[V)eU xI1? ={ut) e [0, T]:u(t) eV, net e[0Ty, 1}, (14)
here x(t) e R", the f(t,x,u)is continuous function of dimension n,
BeR™,CeR™ - are given constant matrices,

AX(t) = X(t") = x(t), 1;(x,v)—are given function of dimension

n, (u,[v])-are control parameters, V € R" vo IT € R™- are closed,

convex, bounded sets .
14



On the solution set of the boundary value problem (11) - (14)
is required minimization of the following functionality:

J(u, [v])= @(x(0), x(T)) . (15)

When solving the boundary value problem (11) -(14) for each

control parameters (u(-),[v])eU xTIPon [0,T] t=t, we assume
that, there exist uniformly continuous vector functions
X(t):[0,T]>R" and at the points of t=t i=12,...,p these
functions are continuous by left-hand side and there exist finite
X(t.") right-hand limits.

Here it is assumed that, the following conditions are satisfied.

1). [B]<1.

2). f:0,T]xR"xR" »>R", g:[0,T]x[0,T]R"xR" = R" and
the functions I; : R" xR™ —R", i=12,...,p are continuous and

thereexist K>0,G >0, L. >0i=12,...,p,
[f @t xu)-ftyu)|<Klx-y, te[0,T], x,yeR";

lg(t,z,x,u)—g(t,7,y,u)| <Gx—y, tze[0T] x,yeR"

V) =Ly ) <Lx—y, xyeR";
the above inequalities are satisfied.
3).

= (- |g|)" [KT+—+ZL]<1

Theorem 8. Assume that, condition 1) is satisfied.. Necessary
and sufficient condition for being a solution of the boundary value

15



problem (11) -(13), x(-) € PC([O,T], R”) must be a solution of the
following integral equation

X(t)=(E+B)"C+

+] K(t, r){ f(z,x(2),u(z)) + .Tf 9(z,s, x(s), u(s))ds}dr +

p
+ZK(t’ti)|i(X(ti)lVi) (16)
i=1
here
E+B 0<r<t
Kty EFB) S 0sr<t
—(E+B)™'B, t<r<T
Theorem 9. Suppose that, the conditions (1.-3) are

satisfied. Then for every CeR" and  (u(-),[v])eU xITP the

boundary value problem (11)-(13) has a unique solution and the
solution is a solution of the following integral equation :

x(t)=(E+B)*C+

+jK(t ){f (z,x(2),u(z )+jgrsx s)u(s))dsydz + (17)

+ZK(t1ti)|i(X(ti)1Vi) :

To calculate the gradient of a function in optimal control problem, let
us include the following conditions.

4). The derivative of functions f(t,x,u) and g(t,s,x,u) with repect
to u is bounded , that is

Jtxu)a <K [o]
Jtxua| < Kol

16



5). The derivative of functions f(t,x,u)and g(t,s,x,u) with repect

to x and u satisfies Lipschitz condition, that is, the following
inequalitie

[F(t,x+x,u+0)— f(t,xu)—f (t,xu)x—f ([t xu)<

<K,[X[" + K,[o
lg(t,s, x+ X, u+T)-g(t,s,xu)-g,(t,s,xu)x—g,(t s xu <

2
i

<KZ|X" + KT
are true.
6). The derivative of function I,(x,v), i =0.,..., p with repect to v

is bounded, that is, the following inequality
I, (x,v ] < LY}y

|2

is true.
7). The derivative of functions|,(x,v), i =0.1,..., p with repectto X

and Vv satisfies Lipschitz condition, that is, the following inequality
T+ < BINENICIYE
1 (x+ X,V +7) = 1, (V)= 1 (V)R = 1, (v < LPJR) + L
is satisfied.
8). The first partial derivatives of function ®(x,y) are bounded and
these derivatives satisfy Lipschitz condition, that is,

@, (x,y) < K4;‘<Dy(x, y)( <K.,.

‘CD(X+ X,y +¥)=®(x,y)—(®, (%, y),X)—(D, (X, y) y>‘ < Kq[x" + K, |y’
Lemma 1. Assume that, the conditions (1).-4 )are satisfied.,
(u(t), [V], X(t)) and (u(t)+ U(t), [V+\7], X(t)+ )_((t)) are different

solutions of optimal control problem (11)-(14).Then

17



%(t) <, (ju]+|[v]) (18)

the evaluation is correct. Here

C,=@-L)"@-|s|)" maxK KT + Ksz} max LY \/p }

Lemma 2. Assume that, the conditions (1)-6) are satisfied
and (U(t), [\7] )_((t)) are the functions defined in lemma 1,. The
function z(t) is the solution of the equation with variations. Then

%(t)-2(t) < ¢, (o’ +|[v]?) o<t<T, (19)
here

3
C, = max{1- L)l(l—||B||)l(2K2Cf +K, +2K2 + Kgsz

(- L)‘1(1—||B||)_l[2 K, +G2 +2K T2+ pmax L§3>j}

I<i<p

Theorem 10. Suppose that, the conditions (1)-8) are satisfied
and besides

det(E +w) =0, 1=12,...p.

OX

Then functional (15) is differentiable within the conditions (11)-(14)
and its gradient

J’(ul[v]){a““’x’“"’”) bl )]euz([o,r])xw, @)

ou

here
H(t,x,u,p)=(y, f(t,x,u)>+_[<z,//, g(t,z,x,u)dr,

s (%, Uyt ) = <t )1 (%, v, ) >

18



designated as above, and the function y/(t) is the solution of the
boundary value problem for the differential-difference equation as
follows:

dy/:_éH'(t X,U, 1)

o ,tt, 1=12,..p, (21)

Aplt)=-2 (;‘)'('V [ +E}/1 i=12,.p (22)
E+B)(@ +B(E+B) (23)
=B(E+ B)l—q)( égzo) (E+B)‘1ai;z)

Theorem 11. Suppose that, conditions of theorem 10 are
satisfied. Then the necessary condition for optimization of the control

p
(u*,[v]*)eU <11 in optimal control problem (21)-(25) for every
(u, [V]) eU xI1"is satisfying of the following inequality

(ML 00 (b ) w0~ )+ 50, (v ) v, )20

,Ohere x.(t)=xtu.,[v].) w. ) = p(tu., v ])

In the second paragraph of the second chapter, it is assumed
that the controlled process is described by a system of differential
equations as follows.

It is assumed that for the differential eqauation (44)

x(t)= f(t,x,u) (24)
the following condition
Ax(0)+ [m(t)x(t)dt = C. (25)

0
is satisfed. Admissible controls get their values from a nonempty
bounded set U , that is

u(t)eU cR",t E[O,Tl

19



It is requirred that, there exists the control u(t)eU c R", t [0, T]is

to be found that, a respective solution to the boundary value problem
(24), (25) is to give minimizing to functional:

:
I(u) = p(x(0), x(T )+ [ F(t, x,u)dt (26)
0
Here it is assumed that, the following conditions are satisfied:

;
(A1) detN #0, where N = A+ [ m(t)dt.
0

(A2) the function f :[0,T]xR"xR" —R" is continuous and
there exists K >0 such that,

[f(txu)—f(ty,u)<Kx-y], te[0,T], x,yeR"ueU
(A3) L=KTM <1,

here M =max||M (t, S)H, the matrix function M (t, s) — is defined by

0<t,s<T
means of the following equality

N{A+im(5)ﬂs} s<t,

M(t,s) = (27)

.
— N [m(s)s, t<s.
t
Theorem 12. Suppose that, 47) is satisfied. The necessary and

sufficient condition for being a uniformly continuous solution of
boundary value problem (24)-(25) of the

function X(-) € C([0,T],R") is that the function must be a solution
of the following integral equation

x(t)=N"C +} M (t,s) f (s, x(s),u(s))ds,

Here matrix function M (t,S) is defined by means of equality (27)

Here to increase the functionality (26) with the using of standard
operations, is obtained the following formula:

20



O+¢&

AJ(u)=— [A H(t,y, x,u)dt+o(¢). (28)
0
From the formula (28) is gotten the maximum principle of
Pontryagin.
Theorem 13. (Maximum prinsipi) Assume that, the
process( U (t),x°(t,u’)) is optimal in optimal control problem
(24) - (26) y°(t) -

v (t) =—W—m'(t)ﬂ, te[0,T],

. 0P op
0)=A1+ : T)=—""—,
v (0) x(0) w(T) ox(T)
is a solution of conjugate problem.Then as if for allt €[0,T] the
following equality is satisfied:
max H (t,y° (1), ° (1), 0) = H(t.y* O, (),u° (). (29)
In the third paragraph of the third chapter, it is assumed that

the state of the controlled object is described by the following
integro-differential equations:

x(t)= f(t, x(t),u(t))+ik(t,r, x(r)u(z)dz, tel0,T] (30)

Equation (30) is given by the two-point boundary condition as
follows

Ax(0)+Bx(T)=C. (31)
Here it is assumed that, f(t,x,u) and k(t,z,x,u) are given
functions of dimensional and respectively [0,T]xR" xR" and are
continuous on set of [0,T]x[0,T]xR"xR" and have continuous
partial derivatives up to the second order with respect to
variables (x,u). A, BeR™ and CeR™ are given matrices of
dimensional, [0,T] is a given segment.. u=ul(t) r- are dimensional
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piece-wise continuous vector functions (has type | breakpoints at a
finite number of points).
These functions get their values from a given non-empty bounded
and compact set U < R, that is

ult)eU cR", tel0,T}] (32)
The control functions that satisfy condition (32) are called admissible
control.
For each of these admissible controllers, let us define the functional
defined in the set of solutions of the problem (30), (31):

J(u)=(x(0).X(T)) (33)
Here ¢(x,y) is a twice differentiated scalar function defined in the

set of R" xR".
Suppose that, the following conditions are satisfied:
). det(A+B)=0
1. f:J0,T]xR"xR" —>R" are k:[0,T]x[0,T]xR"xR" - R"
continuous functions and there exist K >0 and L >0 such that
[Tt x,u)-f(t,y,u)<Klx-ylte[0,T}(x,y)eR™ ueR",

k(t,z,x,u)—k(t,z,y,u} < L|x—y|
1) ST(K +LT)<1, here

s =max|(a+B)" Al |(A+B) B}

Theorem 14. Assume that, the conditions I) — I11) are satisfied.

Then for any CeR"and for any control the boundary value
problem (30) — (31) has a unique solution.
Pontryagin's maximum principle for the optimal control problem
under consideration has been proved.

Theorem 15. (Maximum principle) Assume that, the pairs

(uo(t), xo(t,uo)) are optimal process in optimal control problem (30)-
(33), w° =y °(t) throughout optimal process
v =—H, ([t x(t) ult) w(t))
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B(A+B) "y (0)+ AA+B) y(T)=

_B(A+B)* 22 _ A(A+B)* 92
ox(0) x(T)
is a solution of conjugate boundary value problem. Then for any
v eU the equality (29) is true.
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CONCLUSION

The following crucial results were obtained in the dissertation.

1. Theorems on the existence and uniqueness of the solution of a
system of nonlinear differential equations with nonlocal
condition and impulse effect have been proved.

2. Sufficient conditions have been found for the continuous
dependence of the solutions of a system of nonlinear differential
equations with nonlocal condition and impulse effect on the
boundary conditions, on the right-hand side of the system of
differential equations, and on impulse effects.

3. Theorems on the existence and uniqueness of the solution of a
system of nonlinear integro- differential equations with nonlocal
condition have been proved.

4. Theorems on the existence and uniqueness of the solution of a
system of nonlinear integro-differential equations with nonlocal
condition and impulse effect have been proved.

5. The theorems on the existence and uniqueness of the solution of
a system of nonlinear integro-differential equations with three-
point boundary condition have been proved.

6. Necessary conditions for optimality in the form of variational
inequality and maximum principle in the problems of optimal
control for a system of integro-differential equations with two-
point boundary condition have been found.

7. The maximum principle has been proved in optimal control
problem described by system of differential equations with
integral condition.

In the end, | thank the director of the Institute of Mathematics
and Mechanics of ANAS, corr.-member of ANAS, prof. M.J.
Mardanov and my scientific adviser prof. Y.A. Sharifov for their
close participation in stating problems and discussing the results.

24



1)

2)

3)

4)

5)

6)

The main results of the dissertation work were published
in the following works:
1) F.M. Zeynalli, SM Zeynalli The optimal control problem
described by integro-differential equations with nonlocal
condition. (Azerbaijan National Academy of Sciences.
Materials of the Republic Scientific Conference. Sheki
(October 28-29, 2016)). Pages 299-302.
2) F.M. Zeynalli, YA Sharifov Pontryagin's maximum
principle in the optimal control problem described by integro-
differential equations with nonlocal condition.. Baku
University news. No. 4, 2016. pp. 95-101.
Zeynalli F.M. , Sharifov YA Singular controls in the classical
sense in the problem of optimal control described by integro-
differential equations with nonlocal condition. (Materials of
the international scientific conference on theoretical and
applied problems of mathematics. Sumgait-2017) Pages 195-
196.
Ya. A. Sharifov, F.M. Zeynally.Existence and Uniqueness of
Solutions to a System of Nonlinear Integro-Differential
Equations with Two-Point Boundary Conditions. The 8"
International Conference on Differensial and Functional
Differential Equations. Moscow, Russia, August 13-20,2017)
Page 163-164.
Y.A. Sharifov, F.M. Zeynally, S.M. Zeynally Existence and
uniqueness of solutions for nonlinear fractional differential
equations with two-point boundary conditions. (Advanced
Mathematical Models&Applications Vol.3. No0.1.2018).
Page54-62
Misir Mardanov,Yagub Sharifov and Farah Zeynalli
Existence and Uniqueness of Solutions of the First Order
Nonlinear Integro-Differential Equations with Three-Point
Conditions.(International Conference on Analysis and
Applied Mathematics (ICAAM 2018) Mersin 10, Turkey 6-9
September2018) Page 020028-1-6).

25



7) ®.M.3ecitnamer, S A.lllapudoB  CyimecTBoBaHHE |

€JIMHCTBEHHOCTh perieHuit CUCTEMBI HUHTETpO-
b hepeHIMaTbHBIX ypaBHEHUI C UMITYJIbCHBIMU
BO3JICUCTBUSIMU npu HEJOKaIbHBIX KpPaeBbIX
yioBusix.(Martepuabl MexyHapoaHoi HAay4YHO-

npakTudeckoil KoHdepeHuuu,l po3nbiif,21-23 oxradps 2018
r.). Ctp 67-69.

8) M./Ix.MapnaHos, S1.A . llapudos, ®.M.3eiHaTbL.
CymeCTBOBaHI/Ie U €AUHCTBCHHOCTH peI_HeHI/Iﬁ HEJIWHEHHBIX
nuddepeHImaTbHBIX ypaBHEHUH c AMIYJIbCHBIMU
BOBHGﬁCTBHﬂMH HCJIOKAJIbHBIMU KpPCBbIMU
ycnoBusimu.(Bectauk Tomckoro I'ocynapcTtBeHHOTO
Yuausepcutera.2019.Ne60) Ctp 61-72.

9) M. J. Mardanov, Y. A. Sharifov, F. M. Zeynalli. Existence
and uniqueness of the solutions to impulsive nonlinear
integro-differential equations with nonlocal boundary
conditions, Proceedings of the Institute of Mathematics and
Mechanics, National Academy of Sciences of Azerbaijan,
45(2), 222-233, (2019).

10) ®.M.3eiinamisl, S.A.1lapudos. YcaoBUs ONTUMATBHOCTH B
3aadax yIpaBI€HUSA CHCTEMaMU HHTETPO-
TuQhepeHIaTbHbIX YPaBHEHUI c HMMITYJIbCHBIMA
BO3JICHCTBUSIMH TIPU HEJIOKAIBHBIX KpaeBbIX ycioBusx. Baki
Universitetinin xabarlari. 2018, No. 2, Ctp 63-73.

11) F.M.Zeynally Continuous dependence of the solutions of
impulsive differential equations with respect to impulsive
perturbations on the nonlocal boundary conditions. Baki
Universitetinin xoborlori, No.1, 2019. Page 99-105.

12) ®.M.3eiinaiutel  [Tpunmun Makcumyma [loHTpsiruHa [uis
3a1[aq OnTuMaiILHOTO praBJ'ICHI/IH ¢ HenoxanpHpIMU
Kpaeseimu Ycmosusimu. Journal of Contemporary Applied
Mathematics V.10,Ne 1,2020, Ctp 14-23.

26



The defense will be held on 15 March 2022 at 13% at the meeting of
the Dissertation council FD 2.17 of Supreme Attestation Commission
under the President of the Republic of Azerbaijan operating at Baku
State University.

Address: AZ 1149, Baku city, Acad. Z. Khalilov street, 23.
Dissertation is accessible at the Baku State University Library
Electronic versions of dissertation and its abstract are available on

the official website of the Baku State University

Abstract was sent to the required addresses on 14 February 2022.

27



Signed for print: 19.10.2021
Paper format: 60 x 84 1/16
Volume: 40000
Number of hard copies: 30

28



