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GENERAL CHARACTERISTICS OF THE WORK

Relevance of the topic and degree of processing. Starting
from results to discover causes has interest researchers for centuries.
In science, identifying the reasons of what happened through
observation is called an inverse problem. Inverse problems are one of
the most important fields in science (including nature study) and
techniques. They provide information about the parameters we can't
see directly.

Spectral theory of differential operators is a rapidly growing
branch of modern mathematics. The main problems of this theory
include spectrum studies, expansion of the given function in the
eigenfunctions of differential operator, direct and inverse problems
of spectral analysis, etc. Recovery of differential operators based on
some spectral data (spectra, sequence of normalizing numbers,
spectral function, Weyl function, scattering data, etc) is called an
inverse problem of spectral analysis. The theory of inverse spectral
problems has wide applications in mechanics, physics, geophysics,
electronics, meteorology and various branches of natural science and
techniques. With the advance of quantum mechanics, recent years
saw increased interest in inverse spectral problems for various
differential operators. That’s why the various versions of inverse
problems became one of the actively developing fields of modern
mathematics.

Dirac equation is one of the most extensively studied
differential equations. It is a relativistic wave equation introduced by
the English physicist Paul Dirac in 1928. The canonical form of one-
dimensional stationary Dirac system was given by M.G. Gasymov
and B.M. Levitan in 1966.

Inverse problems with various propositions for the canonical
Dirac system were considered in the scientific works of M.G.
Gasymov, B.M. Levitan, H.M. Huseynov, M. Klaus, Kh.R.
Mamedov, R.Kh. Amirov, V.A. Yurko, D.B. Hinton, A.K. Jordan,
J.K. Shaw, M. Kiss, B.A. Watson, S. Albeverio, R. Hryniv, Y.
Mykytyuk, M.M. Malamud, I.M. Nabiev, B. Keskin, A.S. Ozkan and
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other researchers. Two-spectra inverse problem for Dirac operator
with separated boundary conditions has been completely solved by
M.G. Gasymov and T.T. Jabiyev.

Direct and inverse spectral problems for the systems of
differential equations with analytic coefficients, summable potential,
discontinuous coefficients, separable boundary conditions with
spectral parameter, discontinuity condition and singularity inside the
considered interval have been considered (in interval, in semi-axis, in
whole axis) byM.G. Gasymov, H.M. Huseynov, F. Gesztesy, N.B.
Kerimov, M. Horvath, Kh.R. Mamedov, V.M. Kurbanov, K. Li, M.
Zhang, R.Kh. Amirov, Y. Mykytyuk, Z.S. Aliyev, A.A. Shkalikov,
E.S. Panakhov, C-Fu Yang, N.P. Bondarenko and their students.To
solve the recovery problems, the authors above used two or more
spectra, spectral function, spectrum and normalizing numbers, Weyl
matrix function and scattering data. Recovery problems with
nonseparated, periodic, antiperiodic, quasiperiodic and generalized
periodic boundary conditions have been considered by T.V. Misyura,
I.M. Nabiev, Y.L. Korotyaev and A.S. Makin.

Note that no author except for T.Sh. Abdullayev and I.M.
Nabiev has ever considered an inverse problem for Dirac operator
with nonseparated boundary condition involving a spectral
parameter. That’s why it is so important to develop further this field.

In this dissertation, the inverse problem for Dirac operator
with nonseparated boundary condition involving a linear function of
spectral parameter is fully solved. The most difficult and the most
important thing in this kind of inverse problems is to find the
appropriate necessary and sufficient conditions. As spectral data, we
use two spectra, some sign sequence and one complex number. We
provide full characteristics of these spectral data.

The foregoing confirms the relevance of the topic considered
in this work.

The object and the subject of research. The object of this
research is a Dirac operator with a nonseparated boundary condition
involving a linear function of spectral parameter, and the subjects are



the solution of inverse problem, recovery algorithms, necessary and
sufficient conditions.
The goal and the objectives of research. The main goal of
this research is to solve the inverse spectral problem for Dirac
operator with one of nonseparated boundary conditions involving a
linear function of spectral parameter. The main objectives are to
explore the spectral properties of the considered boundary value
problem, to state the uniqueness theorems for different inverse
problems, to compile the recovery algorithms for the considered
Dirac system, and to obtain the necessary and sufficient conditions
for the solution of the considered inverse spectral problem.
Research methods. We use the methods of mathematical
analysis, differential equations, mathematical physics, theories of
real and complex functions, and functional analysis.
Main points to be defended in this dissertation. The main
points to be defended in this dissertation (in case one of nonseparated
boundary conditions involves a linear function of spectral parameter)
are:
= to explore the main properties of the spectral data for Dirac
operator;

= to obtain an asymptotic formula for the eigenvalues of boundary
value problem;

= to show the rules of multiplicity and intermittency of the
eigenvalues of boundary value problem;

= to prove uniqueness theorems by putting inverse problems in
different forms for the boundary problem;

= to compile recovery algorithms for Dirac operator;

= to find necessary and sufficient conditions for the solution of
inverse spectral problem.

Scientific novelty of research. The following new scientific
results are obtained in this work (in case one of nonseparated
boundary conditions involves a linear function of spectral
parameter):
= main properties of spectral data for Dirac system are explored,;



= asymptotics of the eigenvalues of boundary value problem is
found;

= necessary and sufficient conditions for the multiplicity of
eigenvalues (and zeros of characteristic function) are found;

= rules of intermittency of eigenvalues are shown;

= representation for the characteristic function of boundary value
problem in the form of infinite product is obtained,;

= uniqueness theorems for the solutions of differently stated inverse
problems are proved;

= recovery algorithms are built for boundary value problems;

= characteristics of spectral data are given.

Theoretical and practical significance of research. Results
obtained in this work are theoretical, and they can be successfully
used in the problems of spectral theory of operators, as well as in
physics and techniques. Also, these results can be useful in the
integration of some nonlinear evolution equations of mathematical
physics, while solving various problems of quantum mechanics and
theory of oscillations.

Approbation and applications. The main results of the
dissertation work were presented at the republican scientific
conference of doctoral students and young researchers on
"Information, science, technology and university perspectives” held
at Lankaran State University (Lankaran, Azerbaijan, 2020), “6th
International IFS and Contemporary Mathematics Conference”
(Mersin, Turkey, 2019), 2nd International Scientific and Practical
Internet Conference “Integration of Education, Science and Business
in Modern Environment: Winter Debates” (Dnipro, Ukraine, 2021),
“4th International E-Conference on Mathematical Advances and
Applications” (Yildiz Technical University, Istanbul, Turkey, 2021),
“1st International Symposium on Recent Advances in Fundamental
and Applied Sciences” (Atatiirk University, Erzurum, Turkey, 2021),
XI International ~ Youth  Scientific-Practical ~ Conference
“Mathematical modeling of processes and system” (Bashkir State
University, Ufa Respublic of Bashkortostan, Russia, 2021), XXXVII
International Conference Problems of Decision Making Under
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Uncertainties (Sheki-Lankaran, Republic of Azerbaijan, Kyiv,
Ukraine, 2022), XII International Youth Scientific-Practical
Conference ‘“Mathematical modeling of processes and system”
(Bashkir State University, Ufa Respublic of Bashkortostan, Russia,
2022), “International Conference on Spectral Theory of Operators
and Related Problems” (Ufa, Republic of Bashkortostan, Russia,
2023).

The results obtained in this work can be used in various
problems of mathematical physics, relativistic quantum theory and
spectral theory of differential operators.

Author’s personal contribution. All the results obtained in
this work belong to the author.

Author’s publications. Author’s publications include 5
articles in scientific journals recommended by the Presidential
Higher Certifying Commission of Azerbaijan (one of them being
cited by the Web of Science: Science Citation Index—Expanded
(SCIE), the another one — by the Web of Science: Emerging Sources
Citation Index (ESCI)), and 9 conference theses (8 in international
and 1 in national conferences), making a total of 14 publications. The
full list of author’s publications is available at the end of the abstract.

The name of the organization where the dissertation work
was executed. The work was executed at the department of
“Mathematics and Computer Science” of Lankaran State University,
Lankaran, Azerbaijan.

Structure and volume of the dissertation work (in signs,
indicating the volume of each structural unit separately). Total
volume of the dissertation work — 215.485 characters, characters
(title page — 333 characters, contents — 1057 characters, introduction
— 33.340 characters, chapter I — 110.000 characters, chapter 1l —
32.000 characters, chapter Il — 38.000 characters, and conclusion —
755 characters). The reference list consists of 102 entries.

THE CONTENT OF THE DISSERTATION

This dissertation consists of introduction, three chapters,
conclusion and a list of references. The first chapter has six
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paragraphs, and the second and third chapters have three paragraphs
each. Introduction emphasizes the relevance and informs about the
background of the work. The object, the subject, the purpose, the
objectives of the work, the methods used, main points, scientific
novelty, theoretical and practical importance, approbation,
applications and the obtained results are also highlighted in
Introduction. Then, brief information about the results obtained in the
dissertation was given.

The canonical form of one-dimensional stationary Dirac
system has the following form:

BY'(x)+Q(X)Y (x)= AY(x), (1)
(0 1 _(p()a(¥) o[ :
where B_[_l OJ, Q(x)_(q(x) —p(x)j’ Y()_(yz(x)j’ A is a

spectral parameter, p(x), q(x)ewi[o,z] — real functions, and W3[0, 7] is
a Sobolev space of absolutely continuous functions whose
derivatives are square summable in the interval [0,7z] (i.e. belong to
L,[0,7]). Consider in [0, z] the boundary value problem generated by
the equation (1) and the general nonseparated boundary conditions
AoY (0)+ AY(7) =0, (2

A _(311 alzJ A _(313 alAJ
- ] - ]
dp1 ap azz ayg

and ay, (i =12; k :171) are arbitrary complex numbers.

where

Definition 1. If the problem (1), (2) has a non-trivial solution
Yo(x) for 1=21,, then the number 4, is called an eigenvalue of this

problem, and the vector function Y,(x) is called the vector
eigenfunction of this problem corresponding to the eigenvalue 4.

The number of linearly independent solutions of the problem (1), (2)
corresponding to the given eigenvalue A, is called the multiplicity of

the eigenvalue 4.
If



al+pB 1 o 0
Aoz( -o OJ' Ai:[?/ J’
then the boundary conditions (2) become
y2(0)+ (a2 + B)y1(0)+ wyy () =0,
Va () + plr) - 2, (0) =0, ©
where «, S,y are real numbers, and o is a complex number. We

consider the case aw =0, i.e. the case where the boundary conditions
are nonseparated and one of them includes a linear function of
spectral parameter. Denote the boundary value problem (1), (3) by

D(a),a,ﬁ,y).
(c(x2) (s1(x.4) .
Let C(x,/i)_[CZ (X,/I)J and S(x,/l)_(52 (x.2) be the solutions of
the equation (1) satisfying the initial conditions

C(0,4) = @ 1 5(0,7) = @ .

The Wronskian of these solutions is identically equal 1, i.e.
C1 (X, A)So (X, A) —Co (X, A)51(X, A) =1.
The general solution of the equation (1) has the form
Y (x,2) = M,C(x, 1)+ M,S(x, 1),
where M; and M, are arbitrary constants. Consider this solution in
the boundary conditions (3), then the characteristic function of the
boundary value problem D(w,«, s,7) has the following form:

d(4) = det(A + Ae(z, 1)), 4)

a(m) slr) . The zeros of this function are the
Cz(ﬂ',ﬂ) 32(71',1)

eigenvalues of problem D(w,«,,y). If we consider the expressions of
A, and A in relation (4), then the characteristic function becomes
d(1) =2Re w—cy(7, 1) -y (7, 1) +
ol s, (7. 4)+ (@ + B)fs, (. 2)+ 5, (. 1), ©)
In chapter 1 of this dissertation, the representations for the
components of fundamental solutions of the Dirac system are

9
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obtained and the spectral properties of the boundary value problem
D(w,a, B, ) are established.

In Paragraph 1 of Chapter 1, the represenations for the
components c;(x,4), ¢y(x,4), s;(x4), s»(x,4) of the fundamental
solutions of the Dirac system are obtained.

Theorem 1. If p(x), q(x)eW3[0,x], then the following
representations are true:

¢y(x, 2) = oS AxX + b+ q(z); d(x)

X
sin ax— 2P0 cos ax + EJ. Ry (x,t)e?dt,
22 A 0

Co(x,2)=sin Ax —

X
D+d() =003 5 55— 3+ PO g /1x+£jR2(x,t)32i’“dt,
A 24 A 5

X
Sl(Xy /1): —sin Ax +Mcosix_a+—p(x)sin AX +£J- R3(X,t)€‘2i/1tdt ’
22 22 A 0

X
5(x,2) = cos ix - 2 AN =AW G 5 A7 PO o6 2 +1J-R4(x,t)e2”tdt ,
22 21 il

X
where a= p(0), b=q(0), d(x):I[pz(t)+ qz(t)]jt, and Rq(x,t) (q=1,_4) is a
0
square summable function with respect to t for every xe[0,z].
For the special case of x=r, this theorem has a corollary
below:
Corollary. The following representations are true for the
functions ¢;(z,4), c,(7,4), s;(7,2) and s,(7,4):

ci(7, A)=cos 7 + By Si';"% _c Lo vi(4)

A p)

Co(7, A)=sinzl + B, STt | o SN va(2) ’
A y) 2

s;(7,4)=—sinz + By cos 7 +C, sinzt l//s(ﬂ)’
A A A

sin 74 coszd  wal(2)

,A)=coszt +B C ,
52(7z)cos+4/1+1/1+/1
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where
B,=A-Q, B, =—A+Qy, By=A+Q,, By =A+Qy,
C = p(O); plr) o, p(O); p(x)

A=§I[p2<x>+q2(x>]dx, o =-d0dla) o, _ alr)-al0)

t//p(/l)= Ttﬁp(t)emdt, t/7p(t)e Lz[—ﬂ',ﬂ'], pzl,_4.

These representations play an important role in the solution of
various direct and inverse spectral problems for Dirac operator.

In paragraph 2 of chapter 1, the simple spectral properties of
the considered boundary value problem are established. The
conditions are found which provide that the eigenvalues are non-zero
real numbers. Also, the theorem on the associated functions of the
eigenvalues is proved.

Theorem 2. When « <0 the eigenvalues of the problem
D(w,a, B,y) are real.

Note that throughout this work we assume « <0, i.e. we
consider the case where the eigenvalues are real.

Definition 2. If the vector functions

NN R

yz,z(x) yz,r(x)
have an absolutely continuous derivative, satisfy the differential
equation
B Y}(x)+Q(x) Y;(x)-Yj1(x)= 1Y (x)
and the boundary conditions
(ex2+ B)yy(0)+ Y2, (0)+ vy j () + vy 1(0)=0,
—5)/1,j(0)+7/3’1,j(7f)+ y2,j(”)=0'
i=123...r,
then these functions are called the associated vector functions of the
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vector eigenfunction Y (x):(

y1,o(X)J
Y20(%))’

Theorem 3. If <o, then the vector eigenfunctions of the
boundary value problem D(w,a, 8,7) have no associated vector

functios.
Theorem 4. If

2RelomalOMe )l () A 017+ e paof + ) o 0.
0

then the eigenvalues of the boundary value problem D(w,«,s,7) are
different from zero.

In paragraph 3 of chapter 1, the asymptotic formula for the
sequence of eigenvalues of D(w,«, 8,) is obtained.

By means of the representations stated in the corollary of
Theorem 1, we obtain the equality
d(2) = 2Re @+ aA(coszd — ysin 7l )+ (B3 + aCy + f — 7 )cOS 7 +
+(aB4 +a)Cy —1-|af? —ﬂy)sinml +1(4)

T

for the characteristic function (5), where 1(2)= jf(t)e‘/“dt,
I'(t)e Ly[-z,7z]. Using Rouche's theorem, we show that the roots
7 (k=20+12+2,..) of the equation d(1)=0 have the asymptotics

vk =k+a+eg

as k — +o . By means of Taylor expansions of the functions sinx and
cosx, we find the asymptotics of & .

Theorem 5. The following asymptotic formula is true for the
eigenvalues », (k=10+1+2..) (as |k|—»>o) of the boundary value

problem D(w,a,,7):

Giyﬂ;_§+§&

=k+a+ ,
Yk P K

where

12



2Re w
ob

2
5 alz)r? D -b%(0)-2p(x) | b* +|o]
2b2 bl

a=Larcctgy, b= V172, {&del,.
T

In paragraph 4 of chapter 1, the necessary and sufficient
conditions for the eigenvalues (also for the zeros of the characteristic
function of the boundary value problem) to have a multiplicity of 2
are found. Theorem about multiplicity of the eigenvalues of the
problem D(w,a, 8,7) is also proved here.

Theorem 6. For the number /4, to be a multiple eigenvalue of
the boundary value problem D(w,«,s,7) (also a multiple zero of the
characteristic function d(1)), it is necessary and sufficient that » is a
non-zero real number and

alg + f+awc (7, ) =0,
S2(7,Ag) + 7 s1(7,49) = 0.

Theorem 7. The multiplicity of the zero of the characteristic
function d(2) cannot be greater than 2.

The conditions obtained above play a very important role in
investigation of spectral structure, in determining the order of mutual
arrangement of eigenvalues of operators, in recovery problems and in
deriving sufficient conditions.

In paragraph 5 of chapter 1, the formula for the recovery of
the characteristic function d(2) of D(w,a,s,7) using spectrum is
obtained in the form of infinite product.

Theorem 8. If o is given, then the characteristic function
d(2) of the boundary value problem D(w,a,.7) can be uniquely

determined through the spectrum {y,} (k=+0+1+2..) by the
following formula:

A(2)=—mablyo -2y -2) [ ] 252 ©

A=-

k=—o0

k=0

13



where

b= 2Re w .
”klﬂlok(hk ~ 7ok +1)

The representation of characteristic function in the form of
infinite product plays an important role in the solution of inverse
problem. When solving the inverse problem, the first thing to do is to
recover the characteristic function by means of spectral data. Then,
using characteristic function and spectral data, the coefficients of the
boundary value problem are found.

In paragraph 6 of chapter 1, when o4 =y, B # B, , the rules
for mutual arrangement of eigenvalues of two pairs of boundary
value problems D(a),al,,B,y), D(a),az,ﬂ,y) and D(a),a,ﬁl,y),
D(w,a, B,,7) is investigated.

Theorem 9. If Imw=0, then the eigenvalues »{ and »?
(y@) #0) (k=+0,+1+2,.) of the boundary value problems D(w,a,5.7)

and D(w,a,B.7) (aq < a, <0) are intermittency, i.e.

0< )/J(rlg < )/J(rzo) < 7/1(1) < 71(2) < }/gl) < 7&2) <ery

0>,45,05,0.,0,,0.,0

0>V ZVA VY 2V > >

if Imw=0, then the following inequalities hold:
o</ <8 << /PP <P <
0>785,85,05,05,45,0,
so that the a multiplicites eigenvalue of the problem D(w,eq,4.7) is a

simple eigenvalue of the problem D(w,a;,5.7).
Theorem 10. If Imw=0, then the eigenvalues &, u®
(k =+0,+1,+2,..) of the boundary value problems D(w,a,4,,7) and

D(w,a, B,,7) are intermittency, i.e.

ot < u® < u®y < 1) <y < 1y <.

if Imw =0, then the inequalities
@ - ,0 @ <

@) (2) @
e SO S IS gy S 1S Bl S B
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hold, and a multiplicites eigenvalue of one of these problems is a
simple eigenvalue of another one.

In chapter 2 of this dissertation, we define the spectral data
for the boundary value problems Dlwa;,57) and Dlw.c.f;.7)
(j=12) and we prove the uniqueness theorems for the solutions of
inverse problems. Then, based on the spectral data and uniqueness
theorems, we construct the recovery algorithms for Dirac system. As
spectral data, we consider here the sequences of eigenvalues, the sign
sequence {5,} and the number o .

In paragraph 1 of chapter 2, we consider an inverse problem
for the boundary value problem Dlw,«;,5.7).

Consider the conditions

Y2(0)+(0!j/1+,3)Y1(0)+ oy (7)=0,
Y2 (7)+ wa(7)- @y, (0)=0,
1=12,
which correspond to the boundary conditions (3). Denote the
problem (1), (7) by D(a;,aj,ﬁ,y), and the sequence of eigenvalues of

this problem by {y,ﬁj)}(j=12; k=+0+1+2..). By virtue of

characteristic function (5), the eigenvalues of the problem
Dlw,«j, B.7) are the zeros of the characteristic function

dj(D)=2Rew+U, (D) +[aji+ Bl (1),

(")

where
U..(2) = |of* sy, 2) — c2 (7, ) ~ 1 (7, 2),
c(A)=sy(m, A)+ys(7, A) .
Also, very important role is played here by the eigenvalues of the

boundary value problems generated by the equation (1) and the
boundary conditions
¥1(0)= y1(x)=0 (8)

31(0) = a() a0 ©)
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Denote the sequence of eigenvalues of the problem (1), (8) by {4,},
(h=0%1+2..), and the one of the problem (1), (9) by {v,}
(n=0,#1,%2,...). The asymptotic formula

vy =N+ 1arcctg;/ +mj, (10)
T

is true for the eigenvalues {v,} of the problem (1), (9), where

Zmﬁ <.
n=—0

We state the inverse spectral problem for the boundary value
problem D(w,a;,p,7) as follows:

Inverse problem 1. Given the spectra {ylﬁl)}, {7§2)}
(k =+0,#1,42,...), the sign sequence

Sy =sign (L—|esy(7,uy)) (N=0£122,..)

and the number , recover the matrix coefficient function

p(x)  a(x)
Q(X)z(q(x) - p(x)
., a, p, y of the boundary conditions (7).

As the boundary conditions are nonseparated, the spectra
{ylﬂl)}, %2)} are not enough to uniquely solve this problem. Therefore,
additional spectral data must be introduced.

Theorem 11. The spectra {y&l)}, {ylﬂz)} (k = +0,+1,42,...), the sign
sequence

] of the equation (1) and the coefficients

S =sign (L—|asy (7,0, )) (=0122,...)

and the number « uniquely recovered the boundary value problems
D(a), al,,B,y/) and D(a), az,ﬂ,y).

In paragraph 2 of chapter 2, we consider an inverse problem
for the boundary value problem D(w, a,ﬂj,j/) (j=12) and we prove a
uniqueness theorem. Note that for simplicity we assume here
p(z)=q(z)=a(0)=0.

Consider the conditions (3)

16



y2(0)+(0!/1+ﬂj)y1(0)+a>)’1(”)=01
Y2 (7)+ m(7)- @y, (0)=0,
=12,
which correspond to the boundary conditions (3). Denote the
problem (1), (11) by Dl(w,a,5;.7) and the eigenvalues of this problem

by {Hﬁj)} (j=12 k=40+142,.).

Inverse problem 2. Given the spectra @} (@]
(k = +0,#1,42,...), the sign sequence
S =sign (L—|esy (7,0, )) (N=02122,...)
and the number o, recover the matrix coefficient function
p(x)  ax)
Q(X)'(q(x) - p(x)
B, y of the boundary conditions (11).

The following uniqueness theorem, important for the unique
solution of this inverse problem, is true.

Theorem 12. The spectra @} @] (k=+0+142..), the
sign sequence

(11)

] of the equation (1) and the coefficients «, g,

S =sign (1—-|esy (7,0, )) (N=0,£122,...)
and the number o, uniquely recovered the boundary value problems

D(@.a.B1.7). Dlw.a.fy.7).
In paragraph 3 of chapter 2, the recovery algorithms are
constructed for the boundary value problems Dlw,«;,f,7) and

Dlw.a.8j.7) (j=12).
Algorithm. Let the spectra {ylﬁl)} ,EZ)} of the boundary value
problems D(w,,4,7) and D(w,a5,/,7), the sign sequence {5,} and

the number » be given.
Step 1. Recovery of characteristic functions d;(4) in the form

of infinite product (6) using the sequences {ylﬁj) }
Step 2. Determination of parameters y,«;.(j=12) 3, of the
boundary conditions (7) using the formulas
17



= kIT Ctgﬁ(yigj) - k),

1. dj (2k)
Olj == lim
2 k—0 k
f=-2Rew+y+ Jim [ (2K ) - apdy (2K )]
o — 2 —>00

Step 3. Recovery of function o(4) from the formula

di (1) ~d,(4)
o)- eeras
and finding the zeros v, of this function.
Step 4. Recovery of function U, (1) from the equality
U,(1)= apty(A) - ondy(2) _ po(A)-2Rew.

oy~

Step 5. Calculation of the values of function

U_(2)= e s1(7,2) (7, 2)- e (7. 2)

at the points {v,} using the relation
U @n) =250y |U (o)~ 4o

Step 6. Recovery of function
7(2) =U, (1) —U_(A) +2ef*sin Az
using the interpolation formula

o0

He)=ol)) Y, )

N=-—o0

7(n) =V, () + (1" 8p U2 () -4l + 2| sinv, .

where

(12)

(13)

(14)

Step 7. Using the interpolation formula (14) and the function
U, (1) construct the function U_(2) given by (12) from the equality

(13).

Step 8. Recovery of characteristic function of the boundary

value problem (1), (8) using the functions U, (1) and the formula

18



517, 2) = —— U, (1)-U_(2)],

2of*

and finding its zeros A, .

Step 9. Using the functions o(1), s,(z,4) and the parameter
y, find the characteristic function s,(z,1) of the problem generated
by the equation (1) and the boundary conditions y;(0)=y,(z)=0
from the formula

S (72,/1) = O'(ﬂ)— j/sl(ﬁ,ﬂ).

Step 10. Recovery of coefficient Q(x) of Dirac equation (1)

by means of a well-known algorithm using the sequences {1,} and

{Un}-

Also, the algorithm for the recovery of boundary value
problem Dlw,a, 8;,7) is constructed in a similar way.

In Chapter 3 of this dissertation, the necessary and sufficient
conditions for the recovery of boundary value problem D(w,a,z.7)
are obtained. Derivation of these conditions is the most difficult and
the most important part of our work.

In Paragraph 1 of Chapter 3, we prove the lemmas to be used
in obtaining the characteristics of spectral data of the problem
D(a),aj,ﬂ,y)_

Lemma 1. The asymptotic formula

T

A
vp=n+a+—+
m o n

is true for the zeros v, (n=0+1+2..) of the entire function
o(1)=coszk —ysin +%[sin A+ ycos;ﬂ]+%ﬂ) ,

where

T

A= [lp? 0+ a2

0
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(D)= [FE"dt, 70 € Lol-m.7],

/i
a= larcctgy, lintels,.
T

Lemma 2. The representation

d(1)=2Re w+ ai(coszt — ysinzd )+

+| cay + oA+ -

a(Q(ﬁ)(J’z —1)2—bZZQ(0)—27p(”)) b? ;2|w|2 _ayé}inml +

2 2
ay(q(n)(yz—1>—b2q(0)—27p(n))_7(b +of’) cos il
2b? b?

+ aé—aa+a7A+
—abf(1-a)

is true for the entire function

)= —mably o~ -0 -2) [ 22

k=—00

k=0
where C is a real number and

f(2) = '[F(t)e”tdt, f(t) e Ly[-77].

In paragraph 2 of chapter 3, the necessary conditions are
found for the recovery of boundary value problems D(w,«,4.7) and
D(w,a,B.7) (ea % az).

Theorem 13. The spectral data of the boundary value
problems D(a),al,ﬂ,y) and D(a), ay, f, 7) (|a)|2 <y+l oy <ay< O)
satisfy the following conditions:

. (1A ~B; 5(1)
1) 7£J):k+a+++kT, (15)
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where

azlarcctgy, KJ- :_ZREa),
OCJb
- 2 1 _p2 b2
Bj:_A_Q<”)(7 D) ~b%q(0)-2p(x) , +|w| _ 2 ,{5}%,

2b? aJ

2) for Ima =0, the eigenvalues »{! and 2 are intermittency,

0</ </ <</ <P <, <

0> 7513 > 7%) > 7511) > 7521) > 792) > 7£22) >
while for Imo =0 the inequalities

o</ </ 8 <l <<l <P <

02,8 >,3> 0,054,

hold, so that the a multiplicites eigenvalue of the problem
D(w, 4, 8.7) is a simple eigenvalue of the problem D(w,a,,4.7);
3)

lim {2 {ZRea) d; (2k+a+1ﬂ—2k—1 —a+ 7|w| (16)
k—>o0 an 2 2 Olj ab2

where d;(2) is a characteristic function of the problem D(a),aj Bor);
4) the following relations hold for b, =d;(v,)-2Rew:

) by -apa 2l 2 e,

b) |bn|= 2], Where the numbers {v,} (h=0x1+2..) are the
zeros of the function d;(1)-d,(2), i.e. the eigenvalues of the problem
(1), y1(0)=y,(2)+7 ys(x)=0;

5) if |by|=2«{, then s, =0, otherwise 5, =+1 and there is a
positive integer N such that &, =1 for |n[>N.

In paragraph 3 of chapter 3, the main theorem for inverse
problem is obtained.
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Theorem 14. The sufficient conditions for the sequences
YOI P2 (k=20122...) {5,) (1=0%1%2..) and the number » to
be the spectral data of the boundary value problems D(w,e,s,7) and
D(w,az,8.7) (|a)|2 <24l ap<ay< 0) are:

1) the asymptotic formula (15) holds, where

A=-2Ro 1 40 a, 8 arereal numbers,

" ajp T sinm
O<a<1, ;Z‘l<5\2, {§kj}e|2;
2) the numbers »{!) and »{? satisfy the inequalities in the

condition 2) of Theorem 13;
3) the equality (16) holds, where

R ) et

k=—o0

k=0
4) the following relations are true for by, =d;(v,)-2Rew:

b2 +|af?
a) by = (A ey

b) |bn|=2«|, where the numbers {v,} (h=0+1+2..) are the
zeros of the function d;(1)-d,(2);

5) if |by|=2«{, then s, =0, otherwise 5, =+1 and there is a
positive integer N such that &, =1 for |n[>N.

Remark. It can be seen from Theorem 13 that the conditions
1), 3)-5) are also necessary conditions for the spectral data. But the
condition 2) is a necessary condition when the inequality

2Re[w7_)y1 )] Ayi(z) +ﬂ|Y10X J- {|Y1 +|y2 }dX;tO

holds. Note that the function p(x) recovered in the proof of this
theorem may not satisfy this inequality

In the end, | express my deep gratitude to my supervisor,
Professor .M. Nabiev, for his valuable advice and sincere attention.
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CONCLUSION

This dissertation deals with the inverse spectral problem for
Dirac operator in case one of nonseparated boundary conditions
includes a linear function of spectral parameter.

The following main results have been obtained in this work:

1. The spectral properties of Dirac operator are studied in case one of
separated boundary conditions includes a linear function of
spectral parameter.

2. The asymptotics of the eigenvalues of the boundary value problem
is found.

3. The multiplicity and the intermittency of the eigenvalues of
considered operators are studied.

4. Inverse problems for Dirac system are stated and unigueness
theorems for the solutions of these problems are proved.

5. The algorithms for the solutions of inverse problems are
constructed.

6. Sufficient conditions for the solution of inverse spectral problem
are obtained (under some additional conditions these conditions
are also necessary).
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