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GENERAL CHARACTERISTICS OF THE WORK 

 

Rationale of the topic.  

Despite the fairly intensive development of theory of optimal 

control in processes described by partial equations, scientific interest 

in such problems does not diminish, but on the contrary increases. 

The main reason for this is that, in connection with application to the 

solution of new applied problems, it is necessary to consider 

equations of higher orders. And this in its turn leads to formulation of 

new mathematical problems and creation of new schemes for their 

research. As an example we can show the problems related to third 

and fourth order partial equations. It should be noted that optimal 

control problems related to fourth order equations were studied in the 

papers of V.Komkov, J.L.Lions, A.I.Egorov, T.K.Sirazetdinov, 

G.F.Guliyev, A.A.Mekhtiyev, V.B.Nazarova. In all these papers 

necessary conditions for optimality, sufficient conditions for 

optimality were obtained, theorems on the existence of optimal 

control were proved and optimal control was constructed as the 

solution of a synthesis problem or in the form of a series. 

For third order equations or the so called variable type 

equations some results of M.A.Yagubov, R.B.Huseynov are known, 

where necessary conditions were obtained, an optimal control was 

obtained in the form of a series in the case of one spatial variable. 

This dissertation work also was devoted to the study of 

various problems of optimal control in the processes described by 

variable type equations in the case of many spatial variables. The 

results obtained in the dissertation work can be used for solving 

applied problems. Therefore the topic of the work is actual.  

Object and subject of research. Initial-boundary value 

problem and optimal control problems for third-order partial 

differential equations  

The goal of the study. Deriving various conditions for 

optimality and sufficient conditions for optimality, studying 

controllability problems, constructing optimal distributed and start 

controls in the case of a linear equation with two spatial variables 

with a quadratic quality criterion.   
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General research methodology. In the dissertation work 

methods of functional analysis, Fourier method, methods of 

mathematical theory of optimal control and theory of double 

functional series are used. 

Main thesis to be definded.   

- derivation of the formula for the gradient of the functional 

with distributed control on the right side of the third order equation, 

- derivation of necessary optimality conditions in the form of 

the maximum principle, 

- derivation of integral optimality conditions, 

- derivation of sufficient optimality conditions in the case of a 

convex functional and a convex set of control values, 

- proof of the differentiability of the quadratic functional in 

the case of a linear equation in the presence of distributed and start 

controls, 

- construction of optimal control in the form of a double 

series and proof of its convergence, 

- reduction of the controllability problem with minimum 

energy in the presence of distributed and starting controls is reduced 

to a conditional extremum problem, obtaining a solution in the form 

of a double series and proving its convergence, 

- construction in the form of a double series of the solution of 

the problem with minimum energy in the presence of distributed and 

two start controls, 

- show the applicability of the problem of moments to the 

solution of the problem of stabilization in the case when the solution 

of the mixed problem vanishes at a finite moment of time, 

- reduction of the stabilization problem to a conditional 

extremum problem and construction of the solution of this problem 

in the form of a convergent double series. 

Scientific novelty.  

The following main results were obtained in the dissertation: 

1. For processes described by a third-order nonlinear equation 

with many independent variables, the necessary optimality 

conditions are derived in the form of the maximum principle and 

integral optimality conditions. 
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2. A formula is obtained for the gradient of the functional in 

the presence of distributed control. 

3. The sufficiency of the conditions is proved under the 

assumption that the functional is convex with respect to the control 

variables and the set of values of these variables is convex. 

4. In the presence of distributed and start controls, the 

differentiability of the quadratic functional is substantiated when the 

process is described by a third-order linear equation with a control 

function and in the initial condition. 

5. The possibility of using the method of separation of 

variables in the case of two spatial variables is shown and are 

constructed in the form of double series, both for the solution of a 

mixed problem and for optimal control. The convergence of these 

series is proved. 

6. A solution of the controllability problem in the form of 

double series in the presence of distributed and start controls is 

constructed, reducing it to a problem for a conditional extremum of a 

function of two independent variables. 

7. Solutions in the form of double series of the minimum 

energy problem in the presence of distributed and two start controls 

are constructed, and the convergence of these series is proved. 

8. The applicability of the problem of moments to the 

stabilization problem in one case is proved, this problem is reduced 

to a conditional extremum problem, a solution is constructed in the 

form of a descending double series. 

Theoretical and practical value.  

The equations considered in the dissertation work describe 

gas dynamics problems, turbulence, combustion and other processes. 

But formulation of optimal control problems and the obtained results 

are of theoretical character. The methods and schemes given in the 

work can be used for studying optimal control problems in the 

processes described by higher order equations. 

Approbation of the work. The results of the work obtained 

at various times were reported in the seminars of the Institute of 

Applied Mathematics of Baku State University (acad. F.A.Aliyev), in 

the conferences devoted to 85-th anniversary of corr.-member of 
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ANAS Ya.Y.Mamedov (Baku, December 10, 2015), to the 100-th 

anniversary of the honored scientist, prof. A.Sh.Habibzadeh  (Baku, 

June 22-23, 2016), to the 100-th anniversary of acad. of ANAS 

M.L.Rasulov (Baku, October 28-29, 2016), in the III Republican 

conference “Applied problems of mathematics and new information 

technologies” (Sumgayit, December 15-16, 2016), in the Republican 

scientific conference devoted to the 100-th anniversary of corr.-

member of ANAS K.T.Akhmedov (Baku, November 02-03, 2017), 

in the VI International conference “Control and optimization using in 

industry” (Baku July 11-13, 2018), in the international scientific 

conference (UFA, March 10-14, 2020). 

The author’s personal contribution is in formulation of the 

research goal. Are the obtained results belong to the author. 

Authors publication. Publication in the editions recommended 

by Higher Certification Commision under the President of the 

Republic of Azerbaijan – 6. In addition to them including in the 

journal with the impact factor Web of Science - 1, in the journal with 

the impact factor Scopus - 1, conference materials – 2, anstracts of 

papers – 5. 

The institution where the dissertation work was performed. 

The work was performed at the Baku State University. 

 Structure and volume of the dissertation (in signs 

indicating the volume of each structural subdivision separately). 

Total volume of the dissertation work–185456 signs (title page – 462 

signs, contents – 2099 signs, introduction – 36137 signs, chapter I – 

40000 signs, chapter II – 58000 signs, chapter III 48000 signs, 

conclusion – 758 signs). The list of references consists of 56 names.   

   
 

THE MAIN CONTENT OF THE DISSERTATION 

 

The dissertation work consists of introduction, three chapters, 

conclusion and list of references. Rationale of the topic is justified 

and brief content of the obtained results are given in the introduction.  

Chapter I consists of two sections. 

In 1.1 we consider a problem of minimum of the functional  
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where CKK ,,0  are positive constants, ( ) 2,,...,1 = pn . 

3. The function ),,(1 utxf  is continuously differentiable with respect 

to all the arguments. 

Subject to this condition it is clear that for each admissible 
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and the initial condition ( ),)0,( 1 xxz = where )(xB  is a non-

negative, smooth finite in   function,   is a Laplace operator. 

For ),,,,,( uztx   we suppose that 

5. ),,,,,( uztx   is a twice continuously differentiable 

function with respect to all the arguments and 
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Under these assumptions, a formula for the increment of the 

functional is derived, an estimation for its remainder is obtained. 

Based on these estimations the following theorem is proved. 

 Theorem 1. Let conditions 1-5 be fulfilled. Then the 
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 In section 1.2 of this chapter necessary conditions for 

optimality imposed on the problem in section 1.1are derived. 

Theorem 2. (Integral condition for optimality) Let the 

conditions of theorem 1 be fulfilled and U  be a convex set. If 
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is an )1( +n  dimensional parallelepiped contained in Q , ),( txH u  is 

a derivative of ),,,,,,( uzzztxH txu   for ),(0 txuu = , and 

),(),,( 00 txtxz   is the solution of the problem (2), (3) and of the 

conjugate problem corresponding to  ),(0 txuu = . 

Then, using the property of the convex functional we prove 

the following theorem.  

 Theorem 3. (Necessary and sufficient conditions for 

optimality). Let U  be a convex set, )(uI  be a convex functional and 

the conditions of theorem 1 be fulfilled. For the optimality of the 

control ),(0 txu  it is necessary and sufficient that the following 

condition be fulfilled 
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Chapter II consists of two sections.  

In section 2.1 we consider the following problem: find such 

control functions ),(),,,( yxvvtyxuu ==  that together with 

appropriate solution of the initial boundary value problem 
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(12) by differentiation with respect to  tyx ,,
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Chapter III of the dissertation consists of two sections.  

In section 3.1 we consider the following minimal energy stabilization 
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and show that the obtained series and the series obtained by 

replacement of its members by the derivatives with respect to  yxt ,,

converge uniformly in ( )QL2
. Consequently, this series is  

generalized solution of the problem (4), (5), (15). Then by means of 

this representation and the condition  0),,( =Tyxz  we obtain the 

equations 
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while ),,( tyxW  is the solution of the homogeneous equation 

corresponding to (4) under the conditions  

=),,0( tyW ),0,( txW == ),,( tyaW 0),,( =tbxW ,

).,()0,,(),,()0,,( 10 yxzyxWyxzyxW t ==  

 Thus, the problem of minimum of the functional ( )uJ  is 

reduced to the definition  of the sequence ,...}2,1,),({ =nmtumn  

satisfying the system of equations  (17) for which the functional 
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takes the least value. 
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 It is clear that the obtained problem is a moments problem 

and it is shown that it has a unique solution 
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In the end of the section we prove the convergence of the double 

series (19). 

Thus, we have the following theorem 

Theorem 7. If ),()(),( 2

2

0 1

40  WWyxz
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z
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z







 00  and 

y

z

y

z







 00  from ),(1

2 W ( )yxz ,1 )(2 QL , then the double series (19) 

converges. 

In section 3.2 of this chapter we consider the following 

problem: to find such an admissible control ),,( tyxuu =  that 

corresponding solution of equation (4) satisfying the condition (5) 

and the condition 

== ),(,),()0,,(,0)0,,( 1 yxyxzyxzyxz t ,           (20) 

satisfies the condition 

,),(,0),,( = yxTyxzt                             (21) 

while th functional 
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=
Q

dxdydttyxuJ ),,(2  

takes the least value.  

First of all, the solution of the initial boundary value problem 

(4), (5), (20) is  sought in the form  
( ) ( ) ( ),,,,,,, tyxWtyxVtyxz +=

 
where ( )tyxV ,,  is the solution of the inhomogeneous equation  
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t
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(23)
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while ( )tyxW ,,  is the solution of the homogeneous equation 
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and the initial condition 
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(27) 

 At first, applying the method of separation of variables (the 

Fourier method) we obtain the representation of the problem solution 

and then solve the problem (22), (23), (24) and by their means obtain 

the representation 
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of the solution of the problem (4), (5), (20) and prove the 

convergence of the series in the right hand side of this representation 
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Using the representation (28) by means of the condition (21) 

the minimum problem is reduced to the sequence of problems on 

conditional extremum of functionals   
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 Then we find stationary points of these problems in the form 
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and prove the convergence of the double series 
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more exactly, prove the following theorem 

Theorem 8. The function ( )tyxu ,,  determined by the series  
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affords a minimum to the functional and the corresponding solution 

of the problem  (4), (5), (20) satisfies the condition (21). 
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The dissertation work, consisting of three chapters, is devoted 

to the derivation of necessary optimality conditions and the 

construction of optimal control for various problems associated with 

a third-order partial differential equation. The following results were 

obtained in the work: 

• a formula for the gradient is derived and various necessary 

conditions are obtained, as well as necessary and sufficient 

conditions in one particular case; 

• the problem of controllability with minimum energy in the 

presence of distributed and one, as well as two start controls is 

reduced to a conditional extremum problem, a solution in the form of 

a double series is obtained and its convergence is proved; 

• an application of the problem of moments to the solution of 

the problem of stabilization is given under the condition that the 

solution of the corresponding mixed problem vanishes at a finite 

moment of time; 

• a solution of the stabilization problem is obtained in the form 

of a convergent double series. 
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