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## GENERAL CHARACTERISTICS OF THE WORK

## Rationale of the topic.

Despite the fairly intensive development of theory of optimal control in processes described by partial equations, scientific interest in such problems does not diminish, but on the contrary increases. The main reason for this is that, in connection with application to the solution of new applied problems, it is necessary to consider equations of higher orders. And this in its turn leads to formulation of new mathematical problems and creation of new schemes for their research. As an example we can show the problems related to third and fourth order partial equations. It should be noted that optimal control problems related to fourth order equations were studied in the papers of V.Komkov, J.L.Lions, A.I.Egorov, T.K.Sirazetdinov, G.F.Guliyev, A.A.Mekhtiyev, V.B.Nazarova. In all these papers necessary conditions for optimality, sufficient conditions for optimality were obtained, theorems on the existence of optimal control were proved and optimal control was constructed as the solution of a synthesis problem or in the form of a series.

For third order equations or the so called variable type equations some results of M.A.Yagubov, R.B.Huseynov are known, where necessary conditions were obtained, an optimal control was obtained in the form of a series in the case of one spatial variable.

This dissertation work also was devoted to the study of various problems of optimal control in the processes described by variable type equations in the case of many spatial variables. The results obtained in the dissertation work can be used for solving applied problems. Therefore the topic of the work is actual.

Object and subject of research. Initial-boundary value problem and optimal control problems for third-order partial differential equations

The goal of the study. Deriving various conditions for optimality and sufficient conditions for optimality, studying controllability problems, constructing optimal distributed and start controls in the case of a linear equation with two spatial variables with a quadratic quality criterion.

General research methodology. In the dissertation work methods of functional analysis, Fourier method, methods of mathematical theory of optimal control and theory of double functional series are used.

## Main thesis to be definded.

- derivation of the formula for the gradient of the functional with distributed control on the right side of the third order equation,
- derivation of necessary optimality conditions in the form of the maximum principle,
- derivation of integral optimality conditions,
- derivation of sufficient optimality conditions in the case of a convex functional and a convex set of control values,
- proof of the differentiability of the quadratic functional in the case of a linear equation in the presence of distributed and start controls,
- construction of optimal control in the form of a double series and proof of its convergence,
- reduction of the controllability problem with minimum energy in the presence of distributed and starting controls is reduced to a conditional extremum problem, obtaining a solution in the form of a double series and proving its convergence,
- construction in the form of a double series of the solution of the problem with minimum energy in the presence of distributed and two start controls,
- show the applicability of the problem of moments to the solution of the problem of stabilization in the case when the solution of the mixed problem vanishes at a finite moment of time,
- reduction of the stabilization problem to a conditional extremum problem and construction of the solution of this problem in the form of a convergent double series.


## Scientific novelty.

The following main results were obtained in the dissertation:

1. For processes described by a third-order nonlinear equation with many independent variables, the necessary optimality conditions are derived in the form of the maximum principle and integral optimality conditions.
2. A formula is obtained for the gradient of the functional in the presence of distributed control.
3. The sufficiency of the conditions is proved under the assumption that the functional is convex with respect to the control variables and the set of values of these variables is convex.
4. In the presence of distributed and start controls, the differentiability of the quadratic functional is substantiated when the process is described by a third-order linear equation with a control function and in the initial condition.
5. The possibility of using the method of separation of variables in the case of two spatial variables is shown and are constructed in the form of double series, both for the solution of a mixed problem and for optimal control. The convergence of these series is proved.
6. A solution of the controllability problem in the form of double series in the presence of distributed and start controls is constructed, reducing it to a problem for a conditional extremum of a function of two independent variables.
7. Solutions in the form of double series of the minimum energy problem in the presence of distributed and two start controls are constructed, and the convergence of these series is proved.
8. The applicability of the problem of moments to the stabilization problem in one case is proved, this problem is reduced to a conditional extremum problem, a solution is constructed in the form of a descending double series.

## Theoretical and practical value.

The equations considered in the dissertation work describe gas dynamics problems, turbulence, combustion and other processes. But formulation of optimal control problems and the obtained results are of theoretical character. The methods and schemes given in the work can be used for studying optimal control problems in the processes described by higher order equations.
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## THE MAIN CONTENT OF THE DISSERTATION

The dissertation work consists of introduction, three chapters, conclusion and list of references. Rationale of the topic is justified and brief content of the obtained results are given in the introduction.

Chapter I consists of two sections.
In 1.1 we consider a problem of minimum of the functional

$$
\begin{equation*}
I(u)=\int_{Q} \Phi\left(x, t, z, z_{x}, z_{t}, u\right) d x d t \tag{1}
\end{equation*}
$$

on the solutions of the problem

$$
\begin{gather*}
\beta z_{t t}+z_{t}-\sum_{i=1}^{n} \frac{\partial^{2}}{\partial x_{i} \partial t} F_{i}\left(x, t, z_{x}\right)-\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}} A_{i}\left(x, t, z_{x}\right)=f_{1}(x, t, u),  \tag{2}\\
z(x, 0)=\varphi_{1}(x), \quad z_{t}(x, 0)=\varphi_{2}(x), \quad z_{\Gamma}=0, \tag{3}
\end{gather*}
$$

where $Q=\Omega \times(0, T), \Omega \subset R^{n}$ is a domain with the boundary $\partial \Omega$ of the class $C^{2+\alpha}, \quad \Gamma=\Omega \times(0, T), \quad z_{x}=\left(\frac{\partial z}{\partial x_{1}}, \ldots, \frac{\partial z}{\partial x_{n}}\right), T$ is a fixed moment of time, $\beta$ is a positive constant, $u=\left(u_{1}, \ldots, u_{r}\right)$ is a control vector and, the vector functions $u=u(x, t)$, measurable on $Q$ and with values from the bounded set $U \in R^{r}$ are taken as admissible controls.
Throughout this chapter it is assumed that the following conditions are fulfilled:

1. $F_{i}\left(x, t, z_{x}\right), i=1,2, \ldots, n$ are twice continuously differentiable functions with respect to all the arguments and
a) $K_{0} \sum_{i=1}^{n}\left(1+|\xi|^{p-2}\right) \xi_{i}^{2} \leq \sum_{i=1}^{n} F_{i}(x, t, \xi) \xi_{i} \leq K \sum_{i=1}^{n}\left(1+|\xi|^{p-2}\right) \xi_{i}^{2}$,
b) $\sum_{i, j=1}^{n} \frac{\partial F_{i}(x, t, \xi)}{\partial \xi_{i}} \eta_{i} \eta_{j} \geq K_{0} \sum_{i=1}^{n}\left(1+|\xi|^{p-2}\right) \eta_{i}^{2}$,
c) $\left|\frac{\partial F_{i}(x, t, \xi)}{\partial \xi_{j}}\right| \geq K\left(1+|\xi|^{p-2}\right)$,
d) $\left|\frac{\partial F_{i}(x, t, \xi)}{\partial t}\right|+\left|\frac{\partial F_{i}(x, t, \xi)}{\partial x_{j}}\right|+\left|F_{i}(x, t, \xi)\right| \geq K\left(1+|\xi|^{p-1}\right), i, j=\overline{1, n}$;
2. $A_{i}(x, t, \xi)$ are twice continuously differentiable functions with respect to all the arguments of the function and
a) $\left|A_{i}(x, t, \xi)\right|^{2}+\left|\frac{\partial A_{i}(x, t, \xi)}{\partial x_{i}}\right|^{2} \leq C\left(1+|\xi|^{p}\right)$,
b) $\left|\frac{\partial A_{i}(x, t, \xi)}{\partial \xi_{j}}\right|^{2} \leq C\left(1+|\xi|^{p-2}\right)$,
where $K_{0}, K, C$ are positive constants, $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right), p \geq 2$.
3. The function $f_{1}(x, t, u)$ is continuously differentiable with respect to all the arguments.

Subject to this condition it is clear that for each admissible control $u=u(x, t)$ the function $f_{1}(x, t, u(x, t))$ will be a measurable function, and $f_{1}(x, t, u(x, t)) \in L_{2}(Q)$.
4. The functions $\varphi_{1}(x), \varphi_{2}(x)$ satisfy the conditions:

$$
\varphi_{1} \in \stackrel{0}{W}_{2 p}(\Omega),\left|\frac{\partial \varphi_{1}}{\partial x_{i}}\right|^{p-1} \cdot \frac{\partial \varphi_{1}}{\partial x_{i}} \in W_{2}^{1}(\Omega), \varphi_{2} \in L_{2}(\Omega)
$$

Note that subject to these conditions, for each admissible control the initial-boundary value problem (2), (3) has a generalized solution under which we understand the function $z(x, t)$,

$$
z \in L_{p}\left(0, T ; \stackrel{0}{W_{p}^{1}}(\Omega)\right), u_{t} \in L_{\infty}\left(0, T ; L_{2}(\Omega) \cap L_{2}(0, T)\right) ; \stackrel{0}{W_{p}^{1}}(\Omega), B^{1 / 2} \Delta_{x} z \in L_{2}\left(0, T ; L_{2}(\Omega)\right)
$$

satisfying for any $G(x, t) \in L_{p}\left(0, T ; W_{p}^{1}(\Omega)\right)$ the integral identity

$$
\begin{aligned}
& \int_{Q}\left(\beta z_{t}(x, t)+z(x, t)\right) G(x, t) d x d t+\int_{Q} \sum_{i=1}^{n} F_{i}\left(x, t, z_{t}(x, t)\right) G_{x_{i}}(x, t) d x d t+ \\
& +\int_{Q} \sum_{i=1}^{n} G_{x_{i}}(x, t) \int_{0}^{t} A_{i}(x, \tau) z_{x}(x, \tau) d \tau d x d t=\int_{Q}\left(\beta \varphi_{2}(x, t)+\varphi_{1}(x, t)\right) G(x, t) d x d t+ \\
& \quad+\int_{Q} \sum_{i=1}^{n} F_{i}\left(x, 0, \varphi_{1 x}(x)\right) G_{x_{i}}(x, t) d x d t+\int_{Q} G(x, t) \int_{0}^{t} f_{1}(x, \tau, u(x, \tau)) d x d t
\end{aligned}
$$

and the initial condition $z(x, 0)=\varphi_{1}(x)$, where $B(x)$ is a nonnegative, smooth finite in $\Omega$ function, $\Delta$ is a Laplace operator.

For $\Phi(x, t, z, \xi, \eta, u)$ we suppose that
5. $\Phi(x, t, z, \xi, \eta, u)$ is a twice continuously differentiable function with respect to all the arguments and

$$
|\Phi(x, t, z, \xi, \eta, u)| \leq a_{0}+a_{1}\left(|z|^{2}+|\xi|^{2}+|\eta|^{2}\right)
$$

where $a_{0}, a_{1}$ are some positive constants,

$$
|\xi|^{2}=\xi_{1}^{2}+\xi_{2}^{2}+\ldots+\xi_{n}^{2}, \quad|\eta|^{2}=\eta_{1}^{2}+\eta_{2}^{2}+\ldots+\eta_{n}^{2} .
$$

Under these assumptions, a formula for the increment of the functional is derived, an estimation for its remainder is obtained. Based on these estimations the following theorem is proved.

Theorem 1. Let conditions $1-5$ be fulfilled. Then the functional (1) determined on the solutions of initial boundary value problem (2), (3) is Gateaux differentiable in $L_{2}(Q)$ and

$$
\operatorname{gradI}(u)=-H_{u}\left(x, t, z, z_{x}, z_{t}, \psi, u\right),
$$

where $\psi(x, t)$ is the solution of the conjugate problem:

$$
\begin{gathered}
\beta \frac{\partial^{2} \psi}{\partial t^{2}}-\frac{\partial \psi}{\partial t}+\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial}{\partial x_{j}} \cdot\left(\frac{\partial^{2} \psi}{\partial x_{i} \partial t} \cdot \frac{\partial F_{i}\left(x, t, z_{x}\right)}{\partial z_{x_{j}}}\right)+ \\
+\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial}{\partial x_{j}} \cdot\left(\frac{\partial \psi}{\partial x_{i}} \cdot \frac{\partial A_{i}\left(x, t, z_{x}\right)}{\partial z_{x_{j}}}\right)-\frac{\partial H(x, t, \psi, u)}{\partial z}+ \\
+\sum_{j=1}^{n} \frac{\partial}{\partial x_{j}}\left(\frac{\partial H(x, t, \psi, u)}{\partial z_{x_{j}}}\right)+\frac{\partial}{\partial t}\left(\frac{\partial H(x, t, \psi, u)}{\partial z_{t}}\right)=0, \\
\psi(x, T)=0, \quad x \in \bar{\Omega}, \\
\beta \frac{\partial \psi(x, T)}{\partial t}+\frac{\partial H(x, T, \psi, u)}{\partial z_{t}}+ \\
+\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial}{\partial x_{j}} \cdot\left(\frac{\partial \psi(x, T)}{\partial x_{i}} \cdot \frac{\partial F_{i}\left(x, T, z_{x}(x, T)\right.}{\partial z_{x_{j}}}\right)=0, x \in \Omega, \\
\sum_{i=1}^{n}\left(\frac{\partial \psi}{\partial t} \frac{\partial F_{i}}{\partial z_{x_{j}}}-\psi \frac{\partial A_{i}}{\partial z_{x_{j}}}\right) \cos \left(v, x_{i}\right)=0, x \in \partial \Omega, t \in(0, T), j=1,2, \ldots, n ; \\
\psi(x, 0)=0, \quad x \in \partial \Omega, j=1,2, \ldots, n,
\end{gathered}
$$

$$
\begin{gathered}
\sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial \psi(x, T)}{\partial x_{i}} \cdot \frac{\partial F_{i}\left(x, t, z_{x}(x, T)\right.}{\partial z_{x_{j}}} \cdot \cos \left(v, x_{j}\right)=0, \quad x \in \partial \Omega \\
H_{u}\left(x, t, z, z_{x}, z_{t}, \psi, u\right)=\Phi\left(x, t, z, z_{x}, z_{t}, u\right)+\psi f_{1}(x, t, u)
\end{gathered}
$$

In section 1.2 of this chapter necessary conditions for optimality imposed on the problem in section 1.1are derived.

Theorem 2. (Integral condition for optimality) Let the conditions of theorem 1 be fulfilled and $U$ be a convex set. If $u^{0}(x, t)$ is an optimal control, then for each admissible control $u(x, t)$ we have the inequality

$$
\int_{\Pi_{\alpha}}\left(H_{u}(x, t), u(x, t)-u^{0}(x, t)\right) d x d t \geq 0
$$

where

$$
\begin{gathered}
\Pi_{\alpha}=\left\{x_{i}^{0}-\sqrt[n+1]{\alpha} \leq x_{i} \leq x_{i}^{0}+\sqrt[n+1]{\alpha}, t^{0}-\sqrt[n+1]{\alpha} \leq t \leq\right. \\
\left.\leq t^{0}+\sqrt[n+1]{\alpha}, i=1,2, \ldots, n\right\}
\end{gathered}
$$

is an $(n+1)$ dimensional parallelepiped contained in $Q, H_{u}(x, t)$ is a derivative of $H_{u}\left(x, t, z, z_{x}, z_{t}, \psi, u\right)$ for $u=u^{0}(x, t)$, and $z^{0}(x, t), \psi^{0}(x, t)$ is the solution of the problem (2), (3) and of the conjugate problem corresponding to $u=u^{0}(x, t)$.

Then, using the property of the convex functional we prove the following theorem.

Theorem 3. (Necessary and sufficient conditions for optimality). Let $U$ be a convex set, $I(u)$ be a convex functional and the conditions of theorem 1 be fulfilled. For the optimality of the control $u^{0}(x, t)$ it is necessary and sufficient that the following condition be fulfilled

$$
\min _{u \in U} \int_{Q}\left(H_{u}(x, t), u-u^{0}(x, t)\right) d x d t=0 .
$$

Chapter II consists of two sections.
In section 2.1 we consider the following problem: find such control functions $u=u(x, y, t), v=v(x, y)$ that together with appropriate solution of the initial boundary value problem

$$
\begin{gather*}
\beta z_{t t}+z_{t}-\frac{\partial}{\partial t} \Delta z-\Delta z=u(x, y, t),(x, y) \in Q,  \tag{4}\\
z(0, y, t)=z(x, 0, t)=z(a, y, t)=z(x, b, t)=0,  \tag{5}\\
z(x, y, 0)=v(x, y), z_{t}(x, y, 0)=0 \tag{6}
\end{gather*}
$$

affords a minimum to the functional

$$
\begin{gather*}
J(u, v)=\int_{\Omega}\left|z(x, y, T)-z_{0}(x, y)\right|^{2} d x d y+ \\
+\alpha_{1} \int_{Q} u^{2}(x, y, t) d x d y d t+\alpha_{2} \int_{\Omega} v^{2}(x, y) d x d y \tag{7}
\end{gather*}
$$

where $Q=(0, T) \times \Omega=\{0<t<T, 0<x<a, 0<y<b\}, \beta, T, a, b$ are the given positive numbers, $\Delta \equiv \frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial y^{2}}$ is a Laplace operator.

According to the generally accepted, $u(x, y, t)$ is called a distributed control, and following Lions, we call $v(x, y)$ a starting control.

As a distributed control we take the functions $u(x, y, t) \in L_{2}(Q)$ for which $\|u\|_{L_{2}} \leq R^{2}$, as a starting control $v(x, y)$ the functions from $\quad W_{2}^{1}(\Omega) \cap W_{2}^{2}(\Omega), \quad$ moreover $\left|\frac{\partial v}{\partial x}\right| \frac{\partial v}{\partial x},\left|\frac{\partial v}{\partial y}\right| \frac{\partial v}{\partial y} \in W_{2}^{1}(\Omega)$, for which almost everywhere in $\Omega$ the conditions $l_{1} \leq v(x, y) \leq l_{2}$ are fulfilled. Then for the admissible pair $p=(u(x, y, t), v(x, y))$ the Hilbert space $H=L_{2}(Q) \times W_{2}^{1}(\Omega)$ with a scalar product

$$
\begin{gathered}
\left\langle p_{1}, p_{2}\right\rangle=\int_{Q} u_{1}(x, y, t) u_{2}(x, y, t) d x d y d t+ \\
+\int_{\Omega}\left[v_{1}(x, y) v_{2}(x, y)+\frac{\partial v_{1}}{\partial x} \frac{\partial v_{2}}{\partial x}+\frac{\partial v_{1}}{\partial y} \frac{\partial v_{2}}{\partial y}\right] d x d y
\end{gathered}
$$

is introduced and definition of the generalized solution (4)-(6) is given:
Under the generalized solution we understand the function

$$
\begin{gathered}
z \in L_{2}\left(0, T ; \stackrel{0}{W}_{2}^{1}(\Omega)\right), z_{t} \in L_{\infty}\left(0, T ; L_{2}(\Omega)\right) \cap L_{2}\left(0, T ; \stackrel{0}{W}_{2}^{1}(\Omega)\right), \\
B^{\frac{1}{2}} \Delta z \in L_{2}\left(0, T ; L_{2}(\Omega)\right),
\end{gathered}
$$

satisfying the integral identity

$$
\begin{gathered}
\int_{Q}\left(\beta z_{t}(x, y, t)+z(x, y, t)\right) g(x, y, t) d x d y d t+ \\
+\int_{Q}\left(z_{x}(x, y, t) g_{x}(x, y, t)+z_{y}(x, y, t) g_{y}(x, y, t)\right) d x d y d t+ \\
+\int_{Q} g_{x}(x, y, t) \int_{0}^{t} z_{x}(x, y, s) d s d x d y d t+ \\
+\int_{Q} g_{y}(x, y, t) \int_{0}^{t} z_{y}(x, y, s) d s d x d y d t=\int_{Q} v(x, y) g(x, y, t) d x d y d t+ \\
+\int_{Q} v_{x}(x, y) g_{x}(x, y, t) d x d y d t+\int_{Q} v_{y}(x, y) g_{y}(x, y, t) d x d y d t+ \\
+\int_{Q} g(x, y, t) \int_{0}^{t} u(x, y, s) d s d x d y d t
\end{gathered}
$$

where $B(x)$ is a smooth function positive inside $\Omega$, while $g(x, y, t)$ is an arbitrary function from $L_{2}\left(0, T ; \stackrel{0}{W}_{2}^{1}(\Omega)\right)$.

After transforming the increment it is shown that the functional $J(u, v)$ is differentiable in the introduced space $H$ and from which the validity of the theorem follows.

Theorem 4. Functional (7) is differentiable in $H$ and its gradient

$$
\begin{gathered}
J^{\prime}(u, v)=\left(-\psi(x, y, t)+2 \alpha_{1} u(x, y, t) ; 2\left[z(x, y, T)-z_{0}(x, y)\right]+\right. \\
\left.\quad+\int_{0}^{T} \Delta \psi(x, y, s) d s+2 \alpha_{2} v(x, y)\right)
\end{gathered}
$$

where $\psi(x, y, t)$ is the solution of the conjugate problem:

$$
\begin{gathered}
-\beta \psi_{t}+\psi-\Delta \psi+\int_{t}^{T} \Delta \psi(x, y, s) d s+2\left[z(x, y, T)-z_{0}(x, y)\right]=0 \\
\psi(x, y, T)=0,\left.\quad \psi(x, y, t)\right|_{\partial \Omega}=0,0 \leq t \leq T
\end{gathered}
$$

Since equation (4) and conditions (5), (6) are linear, quadratic functional (7) and the set of admissible controls are convex, from the known property of (8) we get the validity of the following theorem.

Theorem 5. For optimality of the control $p^{0}(x, y, t)=\left(u^{0}(x, y, t), v^{0}(x, y)\right) \quad$ it is necessary and sufficient the inequality

$$
\begin{gathered}
\int_{Q}\left(-\psi(x, y, t)+2 \alpha_{1} u^{0}(x, y, t)\right)\left(u(x, y, t)-u^{0}(x, y, t)\right) d x d y d t+ \\
+\int_{\Omega}\left[2\left(z(x, y, T)-z_{0}(x, y)\right)+\int_{0}^{T} \Delta \psi(x, y, s) d s+2 \alpha_{2} v^{0}(x, y)\right] \times \\
\times\left(v(x, y)-v^{0}(x, y)\right) d x d y \geq 0
\end{gathered}
$$

be fulfilled for any $p(x, y, t)=(u(x, y, t), v(x, y))$.
In section 2.2. of this chapter we study the following problem: find such an admissible control $\left(v^{0}(x, y), v^{1}(x, y), u(x, y, t)\right)$, that the solution of the equation (4) corresponding to it satisfying boundary conditions (5) and initial conditions

$$
\begin{equation*}
z(x, y, 0)=v^{0}(x, y), z_{t}(x, y, 0)=v^{1}(x, y) \tag{9}
\end{equation*}
$$

satisfy the condition

$$
\begin{equation*}
z(x, y, T)=\varphi(x, y) \tag{10}
\end{equation*}
$$

and the functional

$$
\begin{gather*}
J\left(u, v^{0}, v^{1}\right)=\int_{Q} u^{2}(x, y, t) d x d y d t+ \\
+\alpha_{0} \int_{\Omega}\left(v^{0}(x, y)\right)^{2} d x d y+\alpha_{1} \int_{\Omega}\left(v^{1}(x, y)\right)^{2} d x d y \tag{11}
\end{gather*}
$$

take the least value, where $\varphi(x, y)$ is a given function from $L_{2}(\Omega)$ and $\alpha_{0}, \alpha_{1}$ are positive constants.

Herewith, as a distributed control we take the functions $u(x, y, t) \in L_{2}(Q)$, for which $\|u\|_{L_{2}(Q)} \leq R$, while as starting controls
we take the functions $v^{0}(x, y) \in W_{2}^{2}(\Omega)$, for which $l_{1}^{0} \leq v^{0} \leq l_{2}^{0}$ and the functions $v^{1}(x, y) \in L_{2}(\Omega)$, for which $l_{1}^{1} \leq v^{1} \leq l_{2}^{1}$.

At first we introduce definition of the generalized solution of the problem (4), (5), (9), under which we understand the function

$$
z(x, y, t) \in L_{2}\left(0, T, W_{2}^{1}(\Omega)\right) ; z_{t} \in L_{\infty}\left(0, T, L_{2}(\Omega)\right) \cap L_{2}\left(0, T, W_{2}^{1}(\Omega)\right), B^{\frac{1}{2}} \Delta z \in L_{2}\left(0, T, L_{2}(\Omega)\right)
$$

satisfying the integral identity

$$
\begin{gathered}
\int_{Q}\left[\beta z_{t}(x, y, t)+z(x, y, t)\right] g(x, y, t) d x d y d t+ \\
+\int_{Q}^{[ }\left[z_{x}(x, y, t) g_{x}(x, y, t)+z_{y}(x, y, t) g_{y}(x, y, t)\right] d x d y d t+ \\
+\int_{Q} g_{x}(x, y, t) \int_{0}^{t} z_{x}(x, y, s) d s d x d y d t+\int_{Q} g_{y}(x, y, t) \int_{0}^{t} z_{y}(x, y, s) d s d x d y d t= \\
=\int_{Q}^{\left[\beta v^{1}(x, y)+v^{0}(x, y)\right] g(x, y, t) d x d y d t+} \begin{array}{c}
\int_{Q}^{[ }\left[v_{x}^{0}(x, y) g_{x}(x, y, t)+v_{y}^{0}(x, y) g_{y}(x, y, t)\right] d x d y d t+ \\
+\int_{Q} g(x, y, t) \int_{0}^{t} u(x, y, s) d s d x d y d t
\end{array},
\end{gathered}
$$

where $B(x, y)$ is a smooth function positive inside $\Omega$ and $g(x, y, t)$ is an arbitrary function from $L_{2}\left(0, T, W_{2}^{1}(\Omega)\right)$, and then applying the method of separation of variables (i.e. the Fourier method) we obtain the representation of the solution of the problem in the from of a double series

$$
\begin{aligned}
& z(x, y, t)=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{1}{k_{2}(m, n)-k_{1}(m, n)}\left\{\frac{1}{\beta} \int_{0}^{t}\left[e^{k_{2}(m, n)(t-s)}-e^{k_{1}(m, n)(t-s)}\right] u_{m n}(s) d s+\right. \\
+ & \frac{4}{a b} \int_{0}^{a} \int_{0}^{b}\left[\left(k_{2}(m, n) e^{k_{1}(m, n) t}-k_{1}(m, n) e^{k_{2}(m, n) t}\right) \nu^{0}(\xi, \eta)+\left(e^{k_{2}(m, n) t}-e^{k_{1}(m, n) t}\right) \nu^{1}(\xi, \eta)\right] \times
\end{aligned}
$$

$$
\begin{equation*}
\left.\times \sin \frac{m \pi \xi}{a} \cdot \sin \frac{n \pi \eta}{b} d \xi d \eta\right\} \sin \frac{m \pi x}{a} \cdot \sin \frac{n \pi y}{b}, \tag{12}
\end{equation*}
$$

where

$$
\lambda_{m n}=\left(\frac{m \pi}{a}\right)^{2}+\left(\frac{n \pi}{b}\right)^{2}, X_{m n}(x, y)=\frac{2}{\sqrt{a b}} \sin \frac{m \pi x}{a} \cdot \sin \frac{n \pi y}{b}, \quad m, n=1,2, \ldots
$$

are eigen values and eigen functions of the problem

$$
\Delta X+\lambda X=0,\left.\quad X\right|_{\Gamma}=0
$$

where $\Gamma$ is the boundary of the rectangle $\Omega ; k_{1}(m, n), \quad k_{2}(m, n)$ are the roots of the characteristical equation for the differential equation

$$
\begin{gathered}
\beta \ddot{T}+\left(\lambda_{m n}+1\right) \dot{T}+\lambda_{m n} T=0 \quad m, n=1,2, \ldots \\
u_{m n}(t)=\frac{4}{a b} \int_{0}^{a} \int_{0}^{b} u(x, y, t) \sin \frac{m \pi x}{a} \cdot \sin \frac{n \pi y}{b} d x d y
\end{gathered}
$$

Assume

$$
\begin{aligned}
& v^{0}(x, y)=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} v_{m n}^{0} \sin \frac{m \pi x}{a} \cdot \sin \frac{n \pi y}{b}, \\
& v^{1}(x, y)=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} v_{m n}^{1} \sin \frac{m \pi x}{a} \cdot \sin \frac{n \pi y}{b} .
\end{aligned}
$$

It is proved that the series in (12) and the series obtained from (12) by differentiation with respect to $x, y, t$ converge strongly in $L_{2}$ and therefore the expression (12) is the solution of (4), (5), (9). Then the functional minimum problem (11) is reduced to the problem more exactly to the sequence of problems for the conditional extremum of the functional

$$
\begin{equation*}
I_{m n}=\int_{0}^{T} u_{m n}^{2}(t) d t+\alpha_{0}\left(v_{m n}^{0}\right)^{2}+\alpha_{1}\left(v_{m n}^{1}\right)^{2} \tag{13}
\end{equation*}
$$

provided

$$
\begin{align*}
& \int_{0}^{T}\left[e^{k_{2}(m, n)(T-s)}-e^{k_{1}(m, n)(T-s)}\right] \mu_{m n}(s) d s+\beta\left(k_{2}(m, n) e^{k_{1}(m, n) T}-k_{1}(m, n) e^{k_{2}(m, n) T}\right) \nu_{m n}^{0}+ \\
& \quad+\beta\left(e^{k_{2}(m, n) T}-e^{k_{1}(m, n) T}\right) \nu_{m n}^{1}=\beta k_{2}\left((m, n)-k_{1}(m, n)\right) \varphi_{m n} \quad m, n=1,2, \ldots, \tag{14}
\end{align*}
$$

where

$$
\varphi_{m n}=\frac{4}{a b} \int_{0}^{a} \int_{0}^{b} \varphi(x, y) \sin \frac{m \pi x}{a} \cdot \sin \frac{n \pi y}{b} d x d y .
$$

For this problem the Lagrange function is complied, its stationary point $\left(\tilde{u}_{m n}(t), \tilde{v}_{m n}^{0}, \tilde{v}_{m n}^{1}\right)$ is determined and it is proved that this point is a point of the minimum of the functional (13) subject to the condition (14).

Then we prove
Theorem 6. If $\varphi(x, y) \in L_{2}(\Omega)$, then the series

$$
\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \tilde{u}_{m n}^{2}(t), \sum_{m=1}^{\infty} \sum_{n=1}^{\infty}\left(\tilde{v}_{m n}^{1}\right)^{2}, \sum_{m=1}^{\infty} \sum_{n=1}^{\infty}\left(\tilde{v}_{m n}^{1}\right)^{2}
$$

converge in $L_{2}(\Omega), W_{2}^{2}(Q)$ and $L_{2}(\Omega)$, respectively.
Chapter III of the dissertation consists of two sections.
In section 3.1 we consider the following minimal energy stabilization problem: to find such an admissible control $u=u(x, y, t)$ for which the solution of the equation, (4) satisfying the condition (5) and the condition

$$
\begin{equation*}
z(x, y, 0)=z_{0}(x, y), \quad z_{t}(x, y, 0)=z_{1}(x, y) \tag{15}
\end{equation*}
$$

satisfies the condition

$$
\begin{equation*}
z(x, y, T)=0 \tag{16}
\end{equation*}
$$

and the functional

$$
J=\|u\|^{2}=\int_{Q} u^{2}(x, y, t) d x d y d t
$$

takes the least value.
For solving the stated problem, at first by means of the Fourier transform we obtain the representation of the solution of the initial boundary value problem in the form

$$
\begin{aligned}
& z(x, y, t)=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{1}{\beta\left(k_{2}(m, n)-k_{1}(m, n)\right)} \\
& \cdot\left\{\begin{array}{l}
0
\end{array} \int_{0}^{t}\left[e^{k_{2}(m, n)(t-s)}-e^{k_{1}(m, n)(t-s)}\right] u_{m n}(s) d s+\right.
\end{aligned}
$$

$$
\begin{gathered}
+\frac{4}{a b} \cdot \int_{0}^{a} \int_{0}^{b}\left[\left(k_{2}(m, n) z_{0}(\xi, \eta)-z_{1}(\xi, \eta)\right) e^{k_{1}(m, n) t}+\right. \\
\left.+\left(z_{1}(\xi, \eta)-k_{1}(m, n) z_{0}(\xi, \eta)\right) e^{k_{2}(m, n) t}\right] \times \\
+\frac{4}{a b} \cdot \int_{0}^{a} \int_{0}^{b}\left[\left(k_{2}(m, n) z_{0}(\xi, \eta)-z_{1}(\xi, \eta)\right) e^{k_{1}(m, n) t}+\left(z_{1}(\xi, \eta)-k_{1}(m, n) z_{0}(\xi, \eta)\right) e^{k_{2}(m, n) t}\right] \times \\
\left.\times \sin \frac{m \pi \xi}{a} \cdot \sin \frac{n \pi \eta}{b} d \xi d \eta\right\} \times \sin \frac{m \pi x}{a} \cdot \sin \frac{n \pi y}{b}
\end{gathered}
$$

and show that the obtained series and the series obtained by replacement of its members by the derivatives with respect to $t, x, y$ converge uniformly in $L_{2}(Q)$. Consequently, this series is generalized solution of the problem (4), (5), (15). Then by means of this representation and the condition $z(x, y, T)=0$ we obtain the equations

$$
\begin{equation*}
\int_{0}^{T} \frac{e^{k_{2}(m, n)(T-s)}-e^{k_{1}(m, n)(T-s)}}{\beta\left(k_{2}(m, n)-k_{1}(m, n)\right)} u_{m n}(s) d s=f_{m n}, m, n=1,2, \ldots \tag{17}
\end{equation*}
$$

for determining $u_{m n}(t)$, where

$$
\begin{gathered}
u_{m n}(t)=\frac{4}{a b} \int_{0}^{a} \int_{0}^{b} u(x, y, t) \sin \frac{m \pi x}{a} \cdot \sin \frac{n \pi y}{b} d x d y, m, n=1,2, \ldots \\
f_{m n}(t)=\int_{0}^{a b}[-W(x, y, T)] \sin \frac{m \pi x}{a} \cdot \sin \frac{n \pi y}{b} d x d y
\end{gathered}
$$

while $W(x, y, t)$ is the solution of the homogeneous equation corresponding to (4) under the conditions

$$
\begin{gathered}
W(0, y, t)=W(x, 0, t)=W(a, y, t)=W(x, b, t)=0, \\
W(x, y, 0)=z_{0}(x, y), W_{t}(x, y, 0)=z_{1}(x, y)
\end{gathered}
$$

Thus, the problem of minimum of the functional $J(u)$ is reduced to the definition of the sequence $\left\{u_{m n}(t), m, n=1,2, \ldots\right\}$ satisfying the system of equations (17) for which the functional

$$
\begin{equation*}
J=\int_{0}^{T} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} u_{m n}^{2}(t) d t=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} J_{m n} \tag{18}
\end{equation*}
$$

takes the least value.

It is clear that the obtained problem is a moments problem and it is shown that it has a unique solution

$$
v_{m n}^{0}(t)=\frac{f_{m n}}{\alpha_{m n}} F_{m n}(T-t),
$$

where

$$
F_{m n}(T-t)=\frac{e^{k_{2}(m, n)(T-t)}-e^{k_{1}(m, n)(T-t)}}{\beta\left(k_{2}(m, n)-k_{1}(m, n)\right)}, \alpha_{m n}=\int_{0}^{T} F_{m n}^{2}(T-t) d t
$$

and for this $v_{m n}^{0}(t)$ the least value $J_{m n}$ will be

$$
J_{m n}=\frac{f_{m n}^{2}}{\int_{0}^{T} F_{m n}^{2}(T-t) d t},
$$

while

$$
\begin{equation*}
J=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} J_{m n}=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{f_{m n}^{2}}{\int_{0}^{T} F_{m n}^{2}(T-t) d t} . \tag{19}
\end{equation*}
$$

In the end of the section we prove the convergence of the double series (19).

Thus, we have the following theorem
Theorem 7. If $z_{0}(x, y) \in \mathscr{W}_{4}^{1}(\Omega) \cap W_{2}^{2}(\Omega),\left|\frac{\partial z_{0}}{\partial x}\right| \frac{\partial z_{0}}{\partial x} \quad$ and $\left|\frac{\partial z_{0}}{\partial y}\right| \frac{\partial z_{0}}{\partial y}$ from $W_{2}^{1}(\Omega), z_{1}(x, y) \in L_{2}(Q)$, then the double series (19) converges.

In section 3.2 of this chapter we consider the following problem: to find such an admissible control $u=u(x, y, t)$ that corresponding solution of equation (4) satisfying the condition (5) and the condition

$$
\begin{equation*}
z(x, y, 0)=0, \quad z_{t}(x, y, 0)=z_{1}(x, y), \quad(x, y) \in \Omega \tag{20}
\end{equation*}
$$

satisfies the condition

$$
\begin{equation*}
z_{t}(x, y, T)=0,(x, y) \in \Omega, \tag{21}
\end{equation*}
$$

while th functional

$$
J=\int_{Q} u^{2}(x, y, t) d x d y d t
$$

takes the least value.
First of all, the solution of the initial boundary value problem (4), (5), (20) is sought in the form

$$
z(x, y, t)=V(x, y, t)+W(x, y, t)
$$

where $V(x, y, t)$ is the solution of the inhomogeneous equation

$$
\begin{equation*}
\beta V_{t t}+V_{t}-\frac{\partial}{\partial t} \Delta V-\Delta V=u(x, y, t) \tag{22}
\end{equation*}
$$

satisfying the conditions

$$
\begin{gather*}
V(0, y, t)=V(x, 0, t)=V(a, y, t)=V(x, b, t)=0,  \tag{23}\\
V(x, y, 0)=0, V_{t}(x, y, 0)=0 \tag{24}
\end{gather*}
$$

while $W(x, y, t)$ is the solution of the homogeneous equation

$$
\begin{equation*}
\beta W_{t t}+W_{t}-\frac{\partial}{\partial t} \Delta W-\Delta W=0 \tag{25}
\end{equation*}
$$

satisfying the boundary conditions

$$
\begin{equation*}
W(0, y, t)=W(x, 0, t)=W(a, y, t)=W(x, b, t)=0 \tag{26}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
W(x, y, 0)=0, W_{t}(x, y, 0)=z_{1}(x, y) . \tag{27}
\end{equation*}
$$

At first, applying the method of separation of variables (the Fourier method) we obtain the representation of the problem solution and then solve the problem (22), (23), (24) and by their means obtain the representation

$$
\begin{align*}
z(x, y, t)=\sum_{m=1}^{\infty} & \sum_{n=1}^{\infty} \frac{1}{k_{2}(m, n)-k_{1}(m, n)} \frac{1}{\beta} \int_{0}^{t}\left[e^{k_{2}(m, n)(t-s)}-e^{k_{1}(m, n)(t-s)}\right] u_{m n}(s) d s+ \\
& +\frac{4}{a b} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \int_{0}^{a} \int_{0}^{b}\left\{\frac{-z_{1}(\xi, \eta) e^{k_{1}(m, n) t}}{k_{2}(m, n)-k_{1}(m, n)}+\frac{z_{1}(\xi, \eta) e^{k_{2}(m, n) t}}{k_{2}(m, n)-k_{1}(m, n)}\right\} \times \\
& \times \sin \frac{m \pi \xi}{a} \sin \frac{n \pi \eta}{b} d \xi d \eta \sin \frac{m \pi x}{a} \sin \frac{n \pi y}{b} \tag{28}
\end{align*}
$$

of the solution of the problem (4), (5), (20) and prove the convergence of the series in the right hand side of this representation

Using the representation (28) by means of the condition (21) the minimum problem is reduced to the sequence of problems on conditional extremum of functionals

$$
I_{m n}=\int_{0}^{T} u_{m n}^{2}(t) d t, \quad m, n=1,2, \ldots
$$

under the conditions

$$
\begin{aligned}
& \int_{0}^{T}\left[k_{2}(m, n) e^{k_{2}(m, n)(T-s)}-k_{1}(m, n) e^{k_{1}(m, n)(T-s)}\right] u_{m n}(s) d s= \\
= & -\beta\left[k_{2}(m, n) e^{k_{2}(m, n) T}-k_{1}(m, n) e^{k_{1}(m, n) T}\right] z_{1 m n}, m, n=1,2, \ldots
\end{aligned}
$$

Then we find stationary points of these problems in the form

$$
\begin{gathered}
\tilde{u}_{m n}(t)=-\frac{\beta B_{m n}(0) z_{1 m n} B_{m n}(t)}{\int_{0}^{T} B_{m n}^{2}(t) d t} \\
B_{m n}(t)=k_{2}(m, n) e^{k_{2}(m, n)(T-t)}-k_{1}(m, n) e^{k_{1}(m, n)(T-t)}
\end{gathered}
$$

and prove the convergence of the double series

$$
J=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \int_{0}^{T} u_{m n}^{2}(t) d t
$$

more exactly, prove the following theorem
Theorem 8. The function $u(x, y, t)$ determined by the series

$$
u(x, y, t)=\sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \tilde{u}_{m n}(t) \sin \frac{m \pi x}{a} \sin \frac{n \pi y}{b}
$$

affords a minimum to the functional and the corresponding solution of the problem (4), (5), (20) satisfies the condition (21).

## CONCLUSION

The dissertation work, consisting of three chapters, is devoted to the derivation of necessary optimality conditions and the construction of optimal control for various problems associated with a third-order partial differential equation. The following results were obtained in the work:

- a formula for the gradient is derived and various necessary conditions are obtained, as well as necessary and sufficient conditions in one particular case;
- the problem of controllability with minimum energy in the presence of distributed and one, as well as two start controls is reduced to a conditional extremum problem, a solution in the form of a double series is obtained and its convergence is proved;
- an application of the problem of moments to the solution of the problem of stabilization is given under the condition that the solution of the corresponding mixed problem vanishes at a finite moment of time;
- a solution of the stabilization problem is obtained in the form of a convergent double series.
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