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GENERAL CHARACTERISTICS OF WORK

The relevance of the topic and the degree of its development. 
The main feature of socio-economic systems is their complex 
behavior, which is characterized by volatile dynamics. Therefore, it is 
not surprising that time series corresponding to the behavior of socio- 
economic systems are characterized by a high degree of uncertainty. 
The main reasons for such uncertainty are the nonstationarity of the 
processes under study, insuffıcient duration and accuracy of 
observations, as well as a weak trend and/or simply unobservable 
development trend. The presence of the listed properties in the 
volatility of the behavior of a time series predetermines the reasons 
why the study of time series is increasingly being considered using 
various methods of nonlinear dynamics: chaos theory and fractal 
geometry, fuzzy logic and fuzzy set theory, the theory of neural 
networks and hybrid modeling' systems.

Time series forecasting in the fuzzy paradigm does not claim to 
have high forecasting accuracy and is mainly used for short-term 
planning, for example, for forecasting trends in the labor market. 
Fuzzy time series are rather focused on generating high-quality 
information about the dynamics of the behavior of the system being 
studied and provide information support for decision-making as one 
of the tools for data mining. In other words, fuzzy time series have 
become an integral part of Data Mining technology, the main 
directions of which are the analysis and modeling of processes 
occurring under conditions of uncertainty, including uncertainties of a 
non-stochastic type; identifying hidden patterns and compiling new 
knowledge, for example, in the förm of predicted time series2.

Thus, the study of contextual data and the analysis of methods for 
studying patterns between them have formed a new practical direction

‘MnHacB 10.M., OajıawoaoBa O.K)., BeaaMeyp Jtaec. McTO/ibi a ajıropaTMbi 
pemeHHM 3aaaa ajıeaTa^aKauaa u nporao3apoBanHfl b ycjıOBnax 
Heonpe^eaeHHOCTH b Heäpo-ceTeBOM noraaecKo.vı 6a3Hce. M.: rop^aan jikhhh- 
TeneKOM, 2003. 205 c.
2 BaTbipuiHH 14.3. Moaeaa a MeTOAbi ııepaenTaBHoro aaya MaäHaara BpeMeanbix 
panoB ajıa cacTeM no;mep>KKH npaıarrıiH peaıeHaä // HeaeTxae cacreMbi a M«rKae 
BbmacjıeHas. T. 2. - 2007. - N«1.
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- Data Mining. Over the past two decades, through the efforts of a 
number of foreign scientists, for example, K. Hirota, H. Tanak, V. 
Pedrich and J. Kaprzyk, methods of fuzzy regression and analysis of 
fuzzy time series data have been studied. Among Azerbaijani 
scientists, fırst of all, the works of R. Aliyev, K. Imanov, R. Rzayev 
should be noted, who made a significant contribution to the fıeld of 
studyiııg the behavior of socio-economic systems under conditions of 
uncertainty.

The founders of the theory of fuzzy time series are K. Song and B. 
Chissom, who proposed a methodology for forecasting weakly 
structured time series using the technique of fuzzy relations and 
approximate inference3. Further, this direction rapidly developed 
through the efforts of, fırst of all, S. Chen4, whose fuzzy models 
significantly simplified calculations, N. Kumar5, K. Cheng6, J. 
Poulsen7, and others. The approaches they proposed to forecasting 
fuzzy time series differ in the rules for fuzzification of historical data 
and defuzzifıcation outputs of fuzzy predictive models.

Methods of time series analysis in the fuzzy paradigm have already 
won the right to become the basis for creating libraries of interactive 
models (simulations) to support decision-making in a variety of areas 
of management. However, despite the results achieved, many 
problems in the analysis of fuzzy time series remain unsolved, in 
particular, the problem of identifying intemal fuzzy trends and 
generating rules for their recognition. Based on the above, it becomes 
obvious the importance and relevance of the listed features for the

3 Song Q., Chissom B.S. Fuzzy time series and its models // Fuzzy Sets and Systems. 
1993. N«54. pp. 269-277.
4 Chen S.M. Forecasting enrollments based on high-order fuzzy time series // 
Cybemetics and Systems: An International Journal. 2002. Nb 33. pp. 1-16.
5 Kumar N., Ahuja S., Kumar V., Kumar A. Fuzzy time series forecasting of wheat 
production // International Journal on Computer Science and Engineering. 2010. 
Vol. 2, Nb 3. pp. 635-640.
6 Cheng C.H., Chang J.R., Yen C.A. Entropv-based and trapezoid fuzzification fiızzy 
time series approaches for forecasting IT project cost // Technologicai Forecasting
6 Social Change. 2006. .Nb 73. pp. 524-542.
7 Poulsen, J.R.: Fuzzy time series forecasting - developing a new forecasting model 
based on higlı order fuzzy time series. - AAUE: CİS 4. 2009. - 67 p. 
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further development of tools for predicting the behavior of weakly 
structured Systems based on fuzzy time rads.

The main purpose and objectives of the research. The main goal 
of the dissertation work is to study the predictive capabilities of fuzzy 
trends in weakly structured time series, develop new rules for 
fuzzifıcation of historical data and defuzzifıcation of fuzzy forecasts, 
as well as the construction of a corresponding adequate mathematical 
model for forecasting volatile time series.

To achieve this goal, using the example of the dynamics of changes 
in the Dow Jones Industrial Average over a period of more than a year, 
it is planned to solve the following component tasks:
■ conduct a comparative analysis of existing methods for 

fuzzifıcation of historical time series data, identify their capabilities 
and disadvantages;

■ develop a new rule for fuzzifıcation of weakly structured historical 
data, both for the case of a fıxed arbitrary set of qualitative 
evaluation criteria, and for the case of a reasonable choice of their 
quantity;

■ build a methodology for identifying fuzzy trends in time series and 
a methodology for analyzing the time series of fuzzy trends;

■ develop an algorithm for restoring a fuzzy time series from the 
original time series and an inverse algorithm for generating a series 
in nominal values;

■ develop a method for compiling knowledge about intemal fuzzy 
tendencies in the form of implicate rules;

■ develop and implement a Software shell in the form of a tool for 
Processing historical data for restoring and forecasting a time 
series;

■ develop a neural network model for forecasting time series in 
nominal values.

Object and subject of research. The object of the study is a 
volatile fuzzy time series, and the subject of the research is methods 
for identifying internal fuzzy patterns of time series and methods for 
modeling time series of fuzzy trends.
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Research methodology used. When writing the dissertation, 
general scientific research methods were used, such as the dialectical 
method, complex analysis, synthesis, etc., and special scientific 
methods, implying systematic and formal logical approaches, taking 
into account the existing developments in fundamental and applied 
research on the problems of decision-making under conditions of 
uncertainty, presented in the works of republican and foreign 
scientists. The intended goal and main objectives of the dissertation 
predetermined the need to use an interdisciplinary approach that 
ensures organic calculations using quantitative and qualitative 
categories, statistical analysis and generalization. At the same time, 
the analysis of established scientific principles and the use of 
methodological apparatus - elements of fuzzy logic and modern theory 
of fuzzy sets, methods of mathematical statistics, theory of neural 
networks, using specific examples, form the evidence base and ensure 
the reliability of the conclusions obtained.

The theoretical and information-empirical basis of the dissertation 
research consists of a number of statistical data from open internet 
sources, the work of leading republican and foreign scientists in the 
subject area, a representative set of which provided reasoned validity 
for practical recommendations.

Reliability of the results of the dissertation work.
The reliability of scientific propositions, conclusions and 

recommendations is confırmed by the results of experiments 
conducted, as well as the results of using the dissertation materials and 
the developed applied methodology in a specialized organization in 
accordance with the implementation act.

The main provisions for defense.
■ The time series of fuzzy pattems is an effective indicator of the 

volatile development of the modeled process on the stock 
exchange, which is deseribed in qualitative categories using terms 
of linguistic variables

■ The key operations for processing fuzzy patterns are algorithms for 
Processing internal fuzzy connections, namely, the technique of 
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restoring a fuzzy time series from the original time series and the 
inverse operation of compiling the time series in nominal values, as 
a reflection of the identifıed fuzzy trends

■ The three-layer neural network of the proposed topology is an 
effective compiler of rules for predicting fuzzy trends, expressed in 
the form of defuzzifıed values of fuzzy interpretations of historical 
data

■ The developed forecasting model based on time series of fuzzy 
trends makes it possible to forecast volatile time series for a short- 
term period.

■ The developed neural network model of the selected topology 
makes it possible to predict a volatile time series for a short-term 
period.

Scientifıc novelty in the research. The scientifıc novelty of the 
dissertation is as follows:
■ A defınition of a time series in the fuzzy paradigm was proposed 

and a new method for recognizing intemal fuzzy trends was 
developed

■ Algorithms for processing internal fuzzy trends have been 
developed, including the operation of restoring a fuzzy time series 
from historical data of the original time series and the inverse 
operation of generating a series in nominal values

■ A method for fuzzifıcation of weakly structured data using a fuzzy 
inference system is proposed

■ A method for compiling knowledge about intemal fuzzy patterns in 
the fornı of implicative rules and using a neural network model is 
proposed

■ A predictive model has been developed based on time series of 
fuzzy trends, which allows forecasting volatile time series for the 
short tenn

■ The effectiveness of predictive models compiled on the basis of 
time series of fuzzy trends and neural network recognition methods 
was studied, using average statistical evaluation criteria. 
Scientifıc and practical significance of the study.
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The developed methods and algorithms allow potential users to 
create predictive models of volatile time series with improved quality 
characteristics and, thereby, signifıcantly reduce the time spent on 
making operational decisions.

Approbation and implementation of work.
The main provisions and results of the dissertation were reported, 

discussed and received approval for:
■ the 7th International Conference on Control and Optimization with 

Industrial Applications, COIA -2020 (2020, Baku, Azerbaijan)
■ the 14th International Conference on Applications of Fuzzy 

Systems, Soft Computing and Artifıcial Intelligence Tools, ICAFS 
- 2020 (2020, Budva, Montenegro),

■ the llth International Conference on Theory and Application of 
Soft Computing, Computing with Words, Perception and Artifıcial 
Intelligence ICSCCW-2021, (2021, Antalya, Turkey)

■ the 8th World Conference on Soft Computing dedicated to the 
lOOth Birthday anniversary and research hcritage of professor 
Lotfy A. Zadeh (2022, Baku, Azerbaijan)

■ the Future of Information and Communication Conference, FICC - 
2022 (2022, San Francisco, USA)

■ the Intelligent Systems Conference, IntelliSys - 2023, (2023, 
Amsterdam, The Netherlands),

as well as at extended seminars of the Department of Information 
Technologies and Programming of the Faculty of Applied 
Mathematics and Cybernetics of the Baku State University and the 
Laboratory of Information Decision Support Systems of the İnstitute 
of Management Systems of the Ministry of Science and Education of 
the Republic of Azerbaijan.

Name of the organization where the work was performed. The 
dissertation work was completed at the Department of Information 
Technologies and Programming, Faculty of Applied Mathematics and 
Cybernetics, Baku State University.
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Publication of the results of dissertation work. 17 works were 
pııblished on the topic of the dissertation, inclııding 8 theses-reports 
and 9 articles, including 6 abroad, of which 5 articles were published 
in journals with intemational scientific citation indices from the Web- 
Science and SCOPUS archives.

Personal contribution. All results that make tip the content of the 
dissertation were obtained by the author independently.

Structure and volume of the dissertation work.
The dissertation consists of an introduction, 3 chapters, a 

conclusion and a list of references. The work is presented on 123 pages 
of typewritten text, contains 68 fıgures and 15 tables, consists of an 
introduction, three chapters, a conclusion, and a bibliography of 100 
titles. The volume of the general and structural sections of the 
dissertation is distributed approximately as follows:

■ total - 235 119 characters,
■ table of contents - 1 819 characters,
■ introduction - 12 749 characters,
■ chapter one - 27 482 characters,
■ chapter two - 137 525 characters,
■ chapter three - 54 552 characters,
■ result - 992 characters.

THE CONTENT OF THE WORK
The introduction of the dissertation outlines the relevance of the 

research, formulates its main goal and provides a list of tasks and 
approaches necessary to achieve this goal, describes the structure and 
content of the work, as well as the results obtained for defense.

The first chapter discusses modern methods for analyzing time 
series. The existing capabilities and limitations of statistical and 
intelligent methods for modeling time series are described in a laconic 
form.
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Thus, the conceptual statistical model of a time series is 
represented in general form asx

A'(/t)=2:/(/)+y/-&+6,

where the historical data Afrconsidered as the sum of some systematic 
component f(t) and random components ö; 2 and y/ are coefflcients 
that take values from the set {0, 1}; <5 - random error with zero 
mathematical expectation and finite variance. At the same time, 
despite the diverse tools of statistical analysis, it is not always possible 
to successfully build predictive models that ensure the reliability of 
data extrapolation and the correspondence of the model’s behavior to 
the behavior of the original time series.

Neural network modeling comes down to solving the problem of 
approximating a nonlinear continuous function of many variables 
using a predetermined set of training examples from the history of a 
time series. In general, the neural network model of a time series looks 
like this9:

f’ıt+ı = <Kyk ’.^-ı ?•••■> y^-,,+1) + sk+\ ’

where yk+{ is a forecast; yk,yk_\,—,yk_n+} observed values of the time 
series; - nonlinear continuous function (/7-1)
variables, the parametric model of which can be, for example, a three- 
layer neural netw'ork; at+ı - permissible forecasting error; n - model 
order.
Particular attention is paid to the use of fuzzy set theory, which is used 
to control and model weakly structured and complex processes. The 
main provisions of the theory of fuzzy sets are outlined and models of 
fuzzy time series are described. To introduce fuzziness, the starting 
point is the construction of a universe, which in the case of modeling 
and forecasting a time series is coverage of a range of historical data

8 AnjıepcoH, T. CTaTMCTHMecKHw aHajım BpexıeHHbix paaoB / T. AımepcoH. - M.: 
Mwp, 1976.-757 c.
9 AH/ıepcoH. T. CTaTncTtmecKHH aHajın3 BpeMeHHbix paaoB / T. AnaepcoH. - M.: 
Mwp, 1976.-757 c.
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d — [Dnıin — D\Dmax + D2],

where Dmin w Dmax - respectively, the minimum and maximum values 
among time series data; D\>0 n Ö2>0 are selected from the calculation 
of dividing the segment d into equal intervals uj according to the 
number of selected evaluation criteria Cı, C2, C«, which in general
are specified in the form of the following fuzzy sets:

C1=/ZC1(W1)/W1+/ZC1(W2)/W2+ ... +//C1(z/«)/Wh, 
C2=/ZC2(W1)/W1+X/C2(W2)/W2+ ... +/ZC2(wə/ttn,

Cn^/aCn(ll\)IU\^JLlcdU2)IU2+ ... +/JCn(Un)/Un,

where /zc/(w;)g[0, 1] (/, J=l-*-w) - interval membership function values 
uj to the fuzzy set G.

The object of research of the dissertation is the time series of 
the Dow Jones index (DJ1A - Dow Jones lndustrial Average) {x(r)} 
(r=G7ə (Pict. 1), where x(7) is considered as a weakly structured data 
or a fuzzy set Aj (/-1-U), characterized by cartage [1]:

{A<Z)///j/[x(/)]},//z(7[x(r)]: G->[0, 1],
where U is a discrete universe covering the range of DJIA indicators.

Fig. 1. DJIA time series

The main task is to develop a fuzzifıcation method for DJIA 
indicators, which would allow a more adequate reconstruction of the 
DJIA time series {x(/)} in terms of fuzzy sets and, thereby, build a



more adequate mathematical model of the series for forecasting in 
nominal units.

The second chapter proposes an approach to fuzzifıcation of 
historical data, based on the use of the Fuzzy Inference System (FIS), 
built on trivial statements10:

eı: «If the DJIA index is located closer to the middle of the z/ı 
segment, then its value is too low »;

ev. «If the DJIA index is located closer to the middle of the uı 
segment, then its value is very low»;

ev. «If the DJIA index is located closer to the middle of the uz 
segment, then its value is more than low»;

ev. «If the DJIA index is located closer to the middle of the W4 
segment, then its value is low»;

es: «If the DJIA index is located closer to the middle of the ws 
segment, then its value is high»;

ev. «If the DJIA index is located closer to the middle of the «6 
segment, then its value is more than high»;

er. «If the DJIA index is located closer to the middle of the uı 
segment, then its value is very high»;

ev. «If the DJIA index is located closer to the middle of the «8 
segment, then its value is too high».

The analysis of these statements, as reflecting cause-and-effect 
rclationships, made it possible to determine the input characteristic in 
the form of a linguistic variable x = “Localization of the DJIA index”, 
taking values in the form of terms “CLOSER TO THE MİDDLE OF 
THE SEGMENT uj» (/=1-8): wı=[21771,22471 ], m2=[2247 1,23171 ], 
..., ws=[26671, 27371], and the output linguistic variable y = “DJIA 
index value”, the values ofwhich are the terms: “TOO LOW”, “VERY 
LOW”, “MORE THAN LOW”, “LOW”, “HIGH”, “MORE THAN 
HIGH”, “VERY HIGH” ", "TOO HIGH". Verbal assessments of DJIA 
index localization x(0 based on its belonging to a local segment Uj 
(/=1-8) displayed as fuzzy subsets of a discrete universe D=[21771, 
27371], including index indicators DJIA for 333 days oftrading on the

10 Alizada P.E. Conversion of volatile time series into a fuzzy time series by the 
example of the Dow Jones index dynamics. Lecturc Notes in Networks and Systems, 
Vol. 362, pp. 662-670, 2022
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stock exchange: U = {x(0)2 • A Gaussian type function is used as a 
membership function (Fig. 2.)

X*) = exp [-(X/-W/o)2/cr], (1)

where xr=x(/) - index indicator DJIA, established based on the results 
of trading on the stock exchange on the t-th day; w/o - middle of the 
interval uj (/—1=8); cr- Standard deviation chosen uniform for all cases 
in the form of the number 500.

Fig. 2. Membership functions of fuzzy sets reflecting the degree of 
localization of the DJIA index

Having determined the midpoints of the segments Uj as: «ıo=22121, 
«20=22821, ..., «80=27021, in accordance with (1) signs of localization 
of the DJIA index xı = x(t) (J = R333) can be interpreted as:
• «PROXIMITY TO 22121» in the form of a fuzzy set:

ATı =0.95 2181 /xj+0.95 863 0/x2+.. .+0.000793/x332+0.000472/x333;
• «PROXIMITY TO 22821» in the form of a fuzzy set:

96=0.643393/xı+0.656883/x2+...+0.00694 l/x332+0.004497A333;

• «PROX1M1TY TO 27021» in the form of a fuzzy set:
96=0.000016/xı+O.OOOO 18/x2+.. ,+0.833393/x332+0.895873/x333.
Terms of the output linguistic variable “The value of the DJIA 

index ” are described in the form offuzzy subsets of a discrete universe

13



/= {0, 0.1, 0.2, ...; I}11, that is Vze/as: TL= TOO LOW, if
i=\ and/m.(/)=l,if/<l; VL= VERYLOW: /zrz(z)=(1-/)2; ML= MORE 
THAN LOW: /ZA/r(O=( 1-z)(1/2); A=LOW: /zz.(z>l-z; //= HIGH:

MH= MORE THAN HIGH: /z.w</)=z(I/2); W=VERY HIGH: 
/livh(i)=İ2\ TH= TOO HIGH, pith{İ)=\, if z=l and //777(/)=0, if z<l.

As a result of applying the fuzzy Lukasiewicz implication

[iw(u, z)=min{l, l-//,\(z/)+/Z)(z)}, (2)

fuzzy relations are defined in the form ofmatrices 7?ı, /?2,..., 7?s,in size 
333x1 1, the intersection of which gives a general functional solution 
R=R\nR2n.. .r>Rs as the following matrix

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
X| = 25090.5 0.0114 0.1114 0.2114 0.3114 0.4114 0.5114 0.6114 0.5610 0.4610 0.3610 0.2610
x, = 24987.5 0.0018 0.1018 0.2018 0.3018 0.4018 0.5018 0.6018 0.5094 0.4094 0.3094 0.2094
x3 =24700.2 0.0193 0.1193 0.2193 0.3193 0.4193 0.5193 0.4878 0.3878 0.2878 0.1878 0.0878

x332 = 26346.0 0.0002 0.0102 0.0402 0.0902 0.1602 0.1666 0.1666 0.1666 0.1666 0.1666 0.8357
x333 = 26496.7 0.0123 0.0223 0.0523 0.1023 0.1041 0.1041 0.1041 0.1041 0.1041 0.1041 0.8740

which reflects the cause-and-effect relationship between the signs of 
localization of the DJIA index, on the one hand, and its value, on the 
other. As a result, all historical time series data of the DJIA index are 
interpreted in the form of corresponding fuzzy sets (FS), which are 
summarized in Table L

11 AnApenm-iKOB A.B., AHÄpeHHHKOBa O.H. AnanH3, cwHTe3, nnaHHpoBanne 
peiUCHHH B 3KOHOMWKC. - M.I OHHaHCbl H CTaTHCTKIia, 2000. - 368 c.
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Table 1. Detailed fuzzy time series of the DJIA index

Data FS
Membership funclion values of the fuzzy' analogue of 

the DJIA index PEofFS
0 0.1 0.2 0.9 1

15.06.2018 Jı 0.0114 0.1114 0.2114 0.3610 0.2610 0.6062
18.06.2018 Al 0.0018 0.1018 0.2018 0.3094 0.2094 0.5939
19.06.2018 Aı 0.0193 0.1193 0.2193 0.1878 0.0878 0.5330
20.06.2018 Aa 0.0273 0.1273 0.2273 0.1735 0.0735 0.5219

07.10.2019 A 330 0.0098 0.0198 0.0498 0.1113 0.8697 0.9513
08.10.2019 Zİ33I 0.0098 0.0198 0.0498 0.2546 0.7791 0.8959
09.10.2019 ^332 0.0002 0.0102 0.0402 0.1666 0.8357 0.9321
10.10.2019 /İ333 0.0123 0.0223 0.0523 0.1041 0.8740 0.9534

As shown in Fig. 3, the dynamic series of the DJIA index in terms of 
point estimates of fuzzy sets (PE of FS) approximately accurately 
reproduces the confıguration of the DJIA time series on the scale of 
the interval [0, 1].

Fig. 3. Time series of the DJIA index in PE of FS notation

15



The number of NMs presented in Table 1 is excessive to form a set 
of qualitative evaluation criteria. Therefore, according to the following 
scheme, their optimal number for making value judgments12 was 
established

Step 1. Sorting historical indicators xt (7=1033) DJIA index as an 
ascending sequence {xp(o}, where p is a permutation that sorts the 
DJIA index values in ascending order according to a trivial rule 
Xp(j)<Xp(i+1).

Step 2. On the set of all pairwise distances di=\xP(i)-xP(i+\}\ between 
any two consecutive values xP(p and Xp(r+i) average distance AD 
calculation according to the formula

AD = Z/J' I ^(/) “ xp('^ Iz (" - i) ’ (3)

and corresponding Standard deviation aw according to the formula

. (4)

Step 3. Identification and reset of anomalous values to be eliminated. 
The values of pairwise distances that do not satisfy the condition are 
subject to exclusion from consideration:

AD-cxad < di< AD+ctad. (5)

Step 4. Re-calculate the average AD value on the set of pairwise 
distances remaining after sorting, taking into account the reset of 
anomalies.

Step 5. Establishing the optimal number of qualitative criteria for 
assessing the historical performance of the DJIA industrial index in 
the form of FS using the formula

m = (D2-- AD) / (2-AD) , (6)

12 Ortiz-Arroyo, D., Poulsen. J.R. A Weighted Fuzzy Time Series Forecasting Model 
// Indian Journal of Science and Technology, 11(27), pp. 1-11, 2018.
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where £>ı=E>min-/4Z), Dı=Dm^AD.

As a result of performing these procedures for the DJIA time series 
with n = 333 the number of criteria was established as m=280. Then, 
assuming F\ u F333 PE for FS Aı u A333, accordingly, the segment [Fı, 
F333] is divided into 280 equal segments ak (k= 1-^280) with lengths 
(F333-Fı)/280. In this. Case. All FS At (t = l-t-333) are grouped through 
the application of an implicative rule13:
«If EP of FS At from segment ak, then At belongs to the F-th group».

As a result, 144 groups were formed, within which qualitative 
criteria for assessing the historical performance of the DJIA index 
were formalized, which are summarized in Table 2.

Table 2. Qualitative criteria for assessing the DJIA index
Evaluation
Criteria

Values of the membership funetion of a fuzzy subset of the universe
0 0.1 0.2 0.3 0.9 1

Cı 0.9138 0.0412 0.0412 0.0412 0.0412 0.0412
c2 0.8644 0.1200 0.1200 0.1200 0.0172 0.0072
c3 0.8173 0.1960 0.1960 0.1960 0.0106 0.0006
C4 0.8115 0.2051 0.2051 0.2051 0.0113 0.0013

C141 0.0117 0.0217 0.0217 0.0217 0.0217 0.8730
C142 0.0147 0.0147 0.0147 0.0147 0.0147 0.9297
C] 43 0.0091 0.0091 0.0091 0.0091 0.0091 0.9351
C144 0.0010 0.0010 0.0010 0.0010 0.0010 0.9423

In terms of the Fuzzy Set Ck (k= 1-H 44), the DJIA time series, as 
well as its interpretation in the PE of FS notation, are presented in 
Table 3.

13 Rzayev R.R., Alizada P.E., Mehdiyev T.Z. Volatile time series forecasting on the 
example of the dynamics of the Dow Jones index. Problems of information society, 
2023, Vol.14. Nel, pp. 14-25.
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Table 3. DJIA time series in terms of FS and PE
Date DJIA FS PE CR. Detalization PE

1 15.06.2018 25090.5 Aı 0.6062 C55 A 10.4 10'0.4 164 0.6051
2 18.06.2018 24987.5 A2 0.5939 C51 /120x4 93 0.5936
3 19.06.2018 24700.2 Ay 0.5330 C41 Ayr\A ı 1 so 0.5335
4 20.06.2018 24657.8 Aa 0.5219 C39 Aa 0.5219

156 29.01.2019 24580.0 A156 0.5022 C 36 A(>r\A<n<'\4i56 0.5026
157 30.01.2019 25014.9 A 157 0.5975 C52 4 15704 158 0.5956
158 31.01.2019 24999.7 J|58 0.5956 C52 4|57O4l58 0.5956
159 01.02.2019 25063.9 /1159 0.6033 C54 42lO424O425O483O4159O4 165 0.6021

330 07.10.2019 26478.0 ■4330 0.9513 Cl3l A 71 r\4 80O4285O4330O4333 0.9538
331 08.10.2019 26164.0 4 331 0.8959 Cl 17 4331 0.8959
332 09.10.2019 26346.0 /4 332 0.9321 C125 420404332 0.9320
333 10.10.2019 26496.7 A 333 0.9534 Cl3l 47|O480O4 285 O4 330O4333 0.9538

Assessing the indicators of the DJIA index using the criteria Ck 
(k= Hİ44), the details of which are presented in Table 2, within the 
framework of the fuzzy time series of the DJIA index, internal 
connections of the lst order were identifıed in the form of fuzzy 
relationships, which are divided into 144 groups and summarized in 
Table 4.

Table 4. internal connections of the lst order, divided into groups
Symbol Group Symbol Group

Gı C| => Cı, C4 G136 C|3ö=> C130, C)41

G? C?=> Cıo G137 C|37=> C135, C140

G3 C3=> Cı G138 C[38 O> C139, C14I

g4 C4 => Cö G139 C139=> C\33, C138, C139, C]41, C]42

g5 Cö=> C8 G140 C14()=> C134, C139

Gö Cö => C 5 G|4I C|4| => C142, C143, C|44

g7 Cy=>C3 G142 C142=> C136, C|41, C142, C143, C|44

g8 C8=> C9 G|43 C|43=> C|34, C|38, C142, C143, C144

G144 C144=> C134, C139, C142, C143, C144

internal connections of the lst order are fuzzy relationships 
reflecting cause-and-effect relationships between qualitative (fuzzy) 
estimates of the historical indicators of the DJIA index, as terms of the 
corresponding linguistic variables, and their fuzzy forecasts. This 
connection clearly reflects an implicative rule of the form:

«Ifx/ is C i, then jo+i is C/» (/=H333; z,j=H144),
18



and ambiguously reflects an implicative rule of the form:
«Ifxt is Ci, then x/+ı is C/(i) or Ç/(2) or ... or Ç/(p)» (t = H333; z,y(l), 

y(2),...,j(/7) = 1-H44).

If in the case of the lst implication everything is extremely clear, 
then in the presence of two or more alternative fuzzy conclusions, 
aggregation of the fuzzy forecast is carried out using the logical 
operator “OR”. In particular, for fuzzy relations: C36=>C2i, Csı, C52 
fuzzy forecast is reflected by the fuzzy set F=C2iuC5iuC52 c with a 
membership14 function

= Ac21uc51uc52(w) = nıax(Zzc2l (w), Ac5I(")’ AcS2(w)}.

Table 5 presents predictions reflecting the consequences in the 
groups of lst order internal connections. In the PE of FS notation, the 
prognostic model of the fuzzy time series DJIA, built on the basis of 
the analysis of internal connections of the lst order, induces 
defuzzifıed outputs (forecasts) on the scale of the segment [0, 1], 
which are summarized in Table 6. Geometric interpretation of the 
prognostic model of the lst order order in comparison with the DJIA 
time series in the PE of FS notation is shown in Fig. 4.

Table 5. Fuzzy conclusions as consequences in groups Gk (£=1-M44)
Fuzzy 

forecast
Membership function values PE ofFS0 0.1 0.2 0.3 0.9 1

F, 0.9138 0.2051 0.2051 0.2051 0.0412 0.0412 0.0767
F2 0.5875 0.4978 0.4978 0.4978 0.1492 0.0031 0.2758
f3 0.9138 0.0412 0.0412 0.0412 0.0412 0.0412 0.0226
f4 0.7193 0.3392 0.3392 0.3392 0.0496 0.0396 0.1491

F|41 0.0147 0.0147 0.0147 0.0147 0.0147 0.9423 0.9922
F|42 0.0369 0.0469 0.0532 0.0532 0.0532 0.9423 0.9730
Fl43 0.0422 0.0422 0.0625 0.0737 0.0737 0.9800 0.9662
F144 0.0337 0.0337 0.0625 0.0737 0.0737 0.9423 0.9657

14 3aje JI.A. OcHOBbi hoboio ııoaxo^a k aHajifny cjiojkhmx cmctcm h npoueccoB 
npnHMTHM peuıenHu // MaTeıwaTHKa ceroans. - M.: 3HaHue, 1974. - C. 5-49.
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Table 6. DJIA time series forecasting model

Date
Fuzzy analogue 

of an index Cr. Group of lst order 
connections

Model output
(forecast) Delailing fuzzy 

output
Smb. PE Smb. TO

15.06.2018 .1 0.6062 c55 Cjs=>C5i, C 54, C 59 - -
18.06.2018 A2 0.5939 c5l Csı=>C40, C.,| /’ 55 0.6203 C51 cj C54 cj C 59

19.06.2018 A 3 0.5330 C4I C4|=>Cj8, C39, C49 f5i 0.5318 C40CJ C41

20.06.2018 A4 0.5219 C39 C39=>C32 F4I 0.4557 C*28 C39 C'49

07.10.2019 ^330 0.9513 C|31
C|3i=>Csı, C| 17, 

C 127, C|29 P 134 0.8944 Cııı WC131UC132

08.10.2019 ^331 0.8959 7 C||7=>C|25 F,3, 0.8127
C’s| U C117CJ

C127OC129

09.10.2019 A332 0.9321 C|J5 f| 25=>C’| 16, f 131 F„7 0.9320 C|25

10.10.2019 A333 0.9534 C|3|
C|3i=>Csı, C117, 

6’127, C129 P 125 0.9055 C| C|3|

MSE 0.0020
MAPE 4.4879

MPE -0.4391

Table 6 shows the values of the well-known statistical 
evaluation criteria: MSE (Mean Squared Error), MAPE (Mean 
Absolute Percentage Error) and MPE (Mean Percentage Error)15, 
which reflect the adequacy of the proposed predictive model. MSE is 
most often used to select the optimal forecasting model and indicates 
possible signifıcant errors. In the case under consideration, 
MSE=0.0020 emphasizes the too low error in the proposed forecasting 
method. MAPE demonstrates how signifıcant the forecast deviation is 
relative to the corresponding current value of the time series. MPE is 
a more informative criterion for assessing the adequacy of a 
forecasting model. It determines the so-called “bias” of the proposed 
forecast, that is, its constant underestimation or overestimation. In this 
case, MPE = -0.4391% reflects a slight bias in the model, because 
does not exceed the regulatory threshold on the left of 5%

15 Lin L., Hedayat A.S., and W. Wu, Statistical Tools for Measuring Agreement, 
New York: Springer, 2012. - 173 p.
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Fig. 4. 1 st order prognostic model in PE of FS notation

To fınally solve the problem, the actual and predicted outputs of 
the constructed model must be displayed in nominal values. For this 
purpose, a three-layer neural network of the proposed topology is used 
in the form of an effective compiler of rules for predicting fuzzy 
trends, cxpressed in the form of defuzzifıed values of fuzzy 
interpretations of historical data. To build and adapt an approximation 
neural network, we will select as a basis a set of training pairs 
{(4def , where xt - historical DJIA indicator at a point in tinıe /; 
4/dcl - defuzzifıed value (or point estimate) of a fuzzy set At, reflecting 
indicator xt. After performing the training, testing and validation 
processes, the neural network approximates a continuous function 
xr=yÇ4 def), presented as Table 7.

After approximating the function xt=J{Atic[) the trained neural 
network induces at its output nominal forecast values for the DJIA 
index time series, which correspond to the corresponding defuzzifıed 
values of the fuzzy outputs presented in Table 7. The resulting 
forecasts are summarized in Table 8, and the fuzzy time series model 
itself is interpreted in Fig. 5 against the background of the original 
DJIA series.
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Table 7. Tabular representation of a function
/ .4del Xt t 4,<kf x. / x, t /l,def x,
1 0.6062 25090.5 35 0.6392 25462.6 69 0.9835 26743.5 132 0.0226 22445.4
2 0.5939 24987.5 36 0.6467 25502.2 70 0.9615 26562.1 133 0.0216 21792.2
3 0.5330 24700.2 37 0.6736 25628.9 71 0.9529 26492.2 134 0.0821 22878.5
4 0.5219 24657.8 38 0.6614 25583.8 72 0.9384 26385.3 135 0.1491 23138.8

136 0.1257 23062.4

Table 8. Forecasting DJIA time series
Na JJara DJIA flporHO3 M 4aTa DJIA nporno3

1 15.06.2018 25090.5 323 26.09.2019 26891.1 26598
2 18.06.2018 24987.5 25299 324 27.09.2019 26820.3 26598
3 19.06.2018 24700.2 24694 325 30.09.2019 26916.8 26661
4 20.06.2018 24657.8 24400 326 01.10.2019 26573.0 26598
5 21.06.2018 24461.7 24463 327 02.10.2019 26078.6 26157
6 22.06.2018 24580.9 24396 328 03.10.2019 26201.0 26129
7 25.06.2018 24252.8 24664 329 04.10.2019 26573.7 26093
8 26.06.2018 24283.1 24285 330 07.10.2019 26478.0 26157
9 27.06.2018 24117.6 24291 331 08.10.2019 26164.0 25895
10 28.06.2018 24216.1 23537 332 09.10.2019 26346.0 26342

ə o 10.10.2019 26496.7 26204
MSE 72100.5

MAPE 0.6830
MPE -0.2530

Fig. 5. Predictive model in nominal values

Table 8 shows the values of the indicators MSE = 72100.5, MAPE 
= 0.6830 and MPE = -0.2530, which reflect the adequacy of the 
proposed forecast model in the nominal values of the DJIA index. In 
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particular, the MSE value indicates a fairly large error in prediction, 
which we attribute to the insuffıciently satisfactory quality of neural 
network training (<ç= 19.4803). At the same time, MAPE demonstrates 
a fairly acceptable value of the forecast error in comparison with the 
current values of the DJIA index time series. At the same time, MPE, 
as a more informative evaluation criterion, reflects a slight “bias” of 
the prognostic model, not exceeding the normative 5% threshold on 
the left. Comparing the quality of the two proposed models, it is easy 
to notice that the predictive model of the time series in nominal values 
of the DJIA index is signifıcantly inferior to the predictive model in 
terms of point estimates of the corresponding fuzzy sets. Applying the 
forecast model in terms of point estimates, we obtain the numbery4/dcl 
= 0.8127, what is the PE of a fuzzy forecast
Fi3i=C8iuCıi7uCi27uCi29. The neural network interprets this 
prediction as a nominal value as 26204.

The third chapter proposes a method for compiling knowledge 
about internal fuzzy pattems using trivial (with one linear hidden 
layer) and multilayer neural networks. The analysis and forecasting of 
a volatile time series is carried out in the “deep leaming” paradigm, 
i.e. using neural network models16. In order to forecast time series, 
various neural network topologies and their comparative analysis are 
considered using the example of forecasting the volatile time series of 
the DJIA index using average statistical evaluation criteria.

In Fig. 6 fıguratively shows a neural network consisting of input, 
hidden and output layers. By activating the newff function, the 
network is formed in MATLAB notation, implying 10 inputs (10 
delayed DJIA index values) and one output as the subsequent DJIA17 
index value.

16 KpyrcıoB B.B. HcKyccTBeHHbie HeüpoHHbie ceın. Teopnx n npaKTMKa. M.: 
Topanaa jihhhh - TejıexoM, 2002. 382 c.
1 MeaBeaeB B.C. HewpoHHbie ceTH. MATLAB 6. TexcT. / MejiBezıeB B.C., 
noTeMKWH B.r. M.: JJWAJIOr-MMOM, 2002.
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Fig. 6. Figurative representation of a three-layer neural network

Based on the historical indicators of the DJIA index time series, a 
set of training pairs was constructed in the form:

{x(t-10), a(/-9), . ..,x(/-1)} —>a(Z),/= 11^-333,
which are summarized in Table 9.

Table 9. Set of training pairs for neural network design

/
Inputs of the neural network model Desired exit

x(r-10) x(/-9) x(t-8) x(r-3) x(t-2) x(M) x(/)
1 1 25090.5 24987.5 24700.2 24283.1 24117.6 24216.1 24271.4
12 24987.5 24700.2 24657.8 24117.6 24216.1 24271.4 24307.2
13 24700.2 24657.8 24461.7 24216.1 24271.4 24307.2 24174.8
14 24657.8 24461.7 24580.9 24271.4 24307.2 24174.8 24356.7
15 24461.7 24580.9 24252.8 24307.2 24174.8 24356.7 24456.5

329 26935.1 26950.0 26807.8 26573.0 26078.6 26201.0 26573.7
330 26950.0 26807.8 26970.7 26078.6 26201.0 26573.7 26478.0
331 26807.8 26970.7 26891.1 26201.0 26573.7 26478.0 26164.0
332 26970.7 26891.1 26820.3 26573.7 26478.0 26164.0 26346.0
333 26891.1 26820.3 26916.8 26478.0 26164.0 26346.0 26496.7

After training, testing and validation, the initiated neural network 
FFNN restored the time series of the DJIA index in a fairly acceptable 
form, presented in Fig. 7, a. Data x(/) The DJIA index time series 
reconstructed by a neural network are summarized in Table 10, and 
the dependence of the error when reconstructing a time series by a 
neural network on the number of iterations is presented in Fig. 7, b.
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Fig. 7. Neural forecasting of the DJIA index time series: a) restoration of the time 
series, b) dependence of the error on the number of iterations

Table 10. Neural network modeling of the DJIA index time series
Date FFNN Date FFNN Date FFNN Date FFNN

15.06.18 X 23.11.18 24328 08.05.19 25979 18.09.19 27146
18.06.18 X 26.11.18 24175 09.05.19 26025 19.09.19 27043
19.06.18 X 27.11.18 24758 10.05.19 25838 20.09.19 26962
20.06.18 X 28.11.18 24851 13.05.19 26012 23.09.19 26844
21.06.18 X 29.11.18 25500 14.05.19 25482 24.09.19 26915
22.06.18 X 30.11.18 25333 15.05.19 25702 25.09.19 26688
25.06.18 X 03.12.18 25611 16.05.19 25681 26.09.19 26819
26.06.18 X 04.12.18 25706 17.05.19 26037 27.09.19 26696
27.06.18 X 06.12.18 25026 20.05.19 25801 30.09.19 26693
28.06.18 X 07.12.18 24805 21.05.19 25864 01.10.19 26770
29.06.18 24153 10.12.18 24339 22.05.19 25784 02.10.19 26485
02.07.18 24222 11.12.18 24394 23.05.19 25892 03.10.19 26042
03.07.18 24313 12.12.18 24489 24.05.19 25541 04.10.19 26238
05.07.18 24109 13.12.18 24648 28.05.19 25650 07.10.19 26508
06.07.18 24352 14.12.18 24514 29.05.19 25345 08.10.19 26410
09.07.18 24414 17.12.18 23957 30.05.19 25207 09.10.19 26250

10.10.19 26365

To assess the adequacy and compare the neural network approaches 
discussed above for forecasting volatile time series based on the 

sclected DJIA index time series, we will use the statistical evaluation 
criteria MSE, MAPE and MPE1819. The comparison results using the

18 Lewis K.D.: Methods for forecasting economic indicators. Finance and statistics, 
Moscow, 1986.
19 Lin L., Hedayat A.S.. and W. Wu. Statistical Tools for Measuring Agreement. 
New York: Springer, 2012. - 173 p.
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given evaluation criteria are shown in the following Table 11, and 
the geometric interpretation of the results is presented in Fig. 8.

Table 11. Results of lorecasting the DJIA index time series

Date DJIA 
index

Neural networks Date DJIA
Index

Neural networks
LNN FFNN LNN FFNN

15.06.18 25090.5 17389 X 18.09.19 27147.1 26164 27146
18.06.18 24987.5 25226 X 19.09.19 27094.8 26183 27043
19.06.18 24700.2 24955 X 20.09.19 26935.1 26171 26962
20.06.18 24657.8 24910 X 23.09.19 26950.0 26120 26844
21.06.18 24461.7 24680 X 24.09.19 26807.8 26132 26915
22.06.18 24580.9 24784 X 25.09.19 26970.7 26093 26688
25.06.18 24252.8 24465 X 26.09.19 26891.1 26149 26819
26.06.18 24283.1 24554 X 27.09.19 26820.3 26122 26696
27.06.18 24117.6 24367 X 30.09.19 26916.8 26100 26693
28.06.18 24216.1 24512 X 01.10.19 26573.0 26128 26770
29.06.18 24271.4 25277 24153 02.10.19 26078.6 26026 26485
02.07.18 24307.2 25283 24222 03.10.19 26201.0 25868 26042
03.07.18 24174.8 25294 24313 04.10.19 26573.7 25909 26238
05.07.18 24356.7 25243 24109 07.10.19 26478.0 26025 26508
06.07.18 24456.5 25302 24352 08.10.19 26164.0 25990 26410
09.07.18 24776.6 25329 24414 09.10.19 26346.0 25899 26250
11.07.18 24700.5 25460 24987 10.10.19 26496.7 25957 26365
12.07.18 24924.9 25389 24754 MSE 616507 54170
13.07.18 25019.4 25459 24906 MAPE 2.0913 0.6608

MPE 0.0970 0.0138

Fig. 8. Geometric interpretation of DJIA time series models

In the example under consideration, the indicators MSElnn = 
616507 and MSEffnn = 54170 highlight the excessively high errors 
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when using both types of neural networks for time series forecasting. 
However, the error from using a three-layer neural network is more 
than an order of magnitude smaller than the Standard deviation of the 
outputs of the DJIA index time series model built using the LNN 
network.

Indicators MAPElnn = 2.0913 and MAPEffnn = 0.6608 
demonstrate an insignifıcant deviation of the forecast relative to the 
corresponding current value of the time series. Indicators MPEi.nn = 
0.0970 and MPEffnn = 0.0138 demonstrate minor “biases” of the 
proposed models. Both indicators do not exceed the regulatory 
threshold on the right of 5%. At the same time, the value of this 
indicator for a model using a three-layer neural network is 
significantly lower, which also indicates its preference in terms of the 
accuracy of forecasting the DJIA index time series.

MAIN RESULTS
The main scientifıc results submitted for defense are formulated in 

the form of the following statements:

■ The time series of fuzzy patterns is an effective indicator of the 
volatile development of the modeled process on the stock 
exchange, which is described in qualitative categories using terms 
of linguistic variables.

■ The key operations for processing fuzzy patterns are algorithms 
for processing internal fuzzy connections, namely, the technique 
of restoring a fuzzy time series from the original time series and 
the inverse operation of compiling the time series in nominal 
values, as a reflection of the identifıed fuzzy trends.

■ The three-layer neural network of the proposed topology is an 
effective compiler of rules for predicting fuzzy trends, expressed 
in the form of defuzzifıed values of fuzzy interpretations of 
historical data.

■ The developed predictive model based on time series of fuzzy 
trends makes it possible to predict a volatile time series for a short- 
term period.
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■ The developed neural network model of the selected topology 
makes it possible to predict a volatile time series for a short-term 
period.
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